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WAVE PROPAGATION 

Philip L-F. LIU  
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pll3@cornell.edu 

Abstract 

In recent years significant advancement has been made in developing theories and numerical methods 
modelling ocean wave propagation from open coast, wave-structure interactions and sediment transport 
processes in coastal region. In this paper we shall only focus on some of the work that has been achieved 
at Cornell University.  

1.  Depth-Integrated wave propagation models 

Since early 1970's Boussinesq equations have been used to model wave propagation in an open coast 
from fairly shallow water to very shallow water. The Boussinesq equations were originally derived for 
weakly nonlinear and weakly dispersive waves with the specific assumption that O(a/h) O(2 h/1)2«O(1)
where a is the characteristic wave amplitude, h the water depth and l the wavelength. It has been shown 
that the accuracy of the traditional Boussinesq equation models diminishes when O(2 h/1)>1.0. 
Furthermore, as the water depth decreases wave amplitude increases and so does the nonlinearity 
parameter a/h. Therefore, the traditional Boussinesq equation models, strictly speaking, can only be 
applied in a relative small region in coastal zones.  

In the last fifteen years much of the development in Boussinesq-type modelling has been focused on 
extending the applicability of the depth-integrated wave equations into deeper water (or shorter waves). 
Many successful models have been developed, which extended the applicability of these models to 
relatively deep water. Fully nonlinear models have also been developed. For example, Lynett and Liu 
(2004) introduced a multi-layer Boussinesq-type wave model, in which the water column is divided into 
several layers and the Boussinesq approximation is employed. Within each layer the horizontal velocity 
is assumed to be a quadratic polynomial and the matching conditions are required along the interface of 
two adjacent layers. Invoking the conservation of mass and momentum in each layer yields a set of 
model equations in which the highest order of derivatives remains three. Lynett and Liu (2004) showed 
that the limits of application are 2 h/1  8, 17, 30 for 2, 3, and 4 layer model, respectively.  

In this paper we shall discuss different approaches for improving the properties of frequency 
dispersion and shoaling of Boussinesq-type wave models such that these models can be used in very 
deeper water depth. Moreover, in these approaches the order of derivatives in the depth-Integrated wave 
equations as low as possible to avoid difficulties in specifying boundary conditions. We will show that 
some of these models can be applied to water as deep as  2 h/l 80.

2.  2D and 3D free surface Navier-Stokes equations models 

In the surf zone, wave breaking is a dominating feature and is a driving force for many dynamic 
processes, such as coastal currents and sediment transport. However, it is a non-trivial task to model 
wave breaking because of the complex mechanisms involved in turbulence generation and the 
fragmentation of free surface. In the existing models (e.g., Lin and Liu 1998) most commonly adopted 
approach is to solve the Reynolds Averaged Navier-Stokes (RANS) equations with a coupled turbulent 
closure model, such as the k model. The Large Eddy Simulation (LES) method has also been 
developed. In both methods severe concerns on the treatment of free surface and the associated boundary  



conditions on turbulence remain unresolved.   
In this paper we discuss a newly developed free surface tracking method: polygonal area mapping 

(PAM) method (Zhang and Liu 2008). We will demonstrate that PAM method is non-diffusive and is 
much accurate than the Volume of Fluid (VOF) method. The PAM method has been coupled to a two-
step projection method to form a hybrid continuum-particle model for two-dimensional incompressible 
two-phase free surface flows. Additional algorism is developed to deal with free surface fragmentation. 
Physical problems such as the droplet impacts and dam-break waves will be used to illustrate the new 
model.

3. Two-phase flow modelling of sediment transport   
Granular sediment transport mechanisms include saltation, collisional suspension, turbulent suspension, 
and advection.  To understand these processes under periodic waves, Hsu, Jenkins and Liu (2004) 
adopted a sediment transport model based on the two-phase equations for mass, momentum, and energy, 
formulated these equations for a turbulent flow, and proposed closures to the higher correlations. To 
account for the fluid flow turbulence at high Reynolds numbers, the Favre-averaging was applied to 
these equations. A two-equation turbulence model for the fluid-phase and proposed closures for the 
fluid-fluid and fluid-particle correlations associated with the Favre averaging was derived. The exchange 
of momentum and energy between particles was assumed to result from collisions, a balance equation 
that included contributions from fluid-particle interactions was introduced for the particle fluctuation 
energy, and the lower part of the bed load was modeled as a very viscous fluid moving above a stationary 
bed whose location was determined by a yield condition. Because of the periodicity in both time and 
horizontal direction, the model is essentially one-dimensional.  
 In this paper we will discuss the extension of the one-dimensional model to two dimensions. The 
resulting models can be used to investigate two-dimensional scouring problems.  
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Abstract 

Mobile bed testing still presents a number of important uncertainties. They refer to 1) scaling, 2) flume 
performance, 3) sediment dynamics, 4) instrument limitations and 5) processing and interpretation. 

Basic questions such as the sediment scaling, the predominance of bed or suspended load or even 
the definition of the actual sea-bed level remain an open scientific question. And yet mobile bed 
experiments must be used in many research and consultancy projects where numerical models or state of 
art formulations present errors which may exceed one order of magnitude. 

This paper will address mobile bed modelling in a critical manner based on the results of the 
ongoing European Union research project Hydralab-SANDS. The SANDS project (Scaling and Analysis 
and New instrumentation for Dynamic bed TestS) analyses the full sequence of steps involved in 
hydraulic modelling with a mobile bed. It covers from the design stage to the result analysis and 
interpretation. The emphasis is on i) the compatibility and repeatability of experiments and ii) the 
observation potential offered by the new developments in optic and acoustic technologies. 

SANDS includes the execution of 3 carefully designed series of experiments in the Hannover 
(GWK), Barcelona (CIEM UPC) and Delft flumes (figure 1). It also deals with novel optical techniques for 
bed mapping, swash zone fluxes and high resolution and accuracy particle tracking methods (figure 2). 

Finally SANDS also includes the development of a new acoustic probe (figure 3) which is able to 
provide measurements of water/sediment fluxes, sediment characteristics and sea-bed levels. 

This combination of elements, supported by conventional advanced observational equipment 
(ADVs, ABSs, ECMs, etc.) is expected to provide a scientific breakthrough in mobile bed modelling. 
The paper will end with some preliminary conclusions and remarks since the SANDS project is still very 
much ongoing. 



Figure 1. The three flumes involved in the SANDS 
intercomparison experiments. 

Partner Scale d50 ( m) Hm0 (m) h0 (m) bed level 

Hannover 1 300 1 3.2 1.0

Barcelona 1.9 246 0.53 1.76 0.7

Delft 6 130 0.167 0.5 0.2

4



Figure 2. Illustration of the optical techniques used for bed-
mapping and swash-zone fluxes in SANDS. 
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Figure 3. Illustration of the new acoustic equipment developed within SANDS. 
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Abstract   
Objective of this contribution is to assess forces and performance of a typical floating breakwater (FB) 
with particular attention at evaluating the 3D effects on the experimental results.  Tests have been carried 
out at the University of Padova both in the wave flume and in the wave basin on the same FB under 
irregular wave attacks.  2D and 3D measurements of incident and transmitted waves, mooring and link 
forces as well as FB motions will be presented and compared where possible.  Considerations on 
measuring techniques will be also drawn. 

1. Introduction 

FBs are an alternative solution to conventional fixed breakwaters in coastal areas with mild wave 
conditions. FBs have many advantages compared to the fixed ones, e.g. lower environmental impact, 
flexibility of future extensions, lower cost and ability of a short time transportation and installation.    

Several papers present experimental investigations focussing on the FB performance, which in most 
case is carried out in wave flumes, among the others Cox and Beach (2007), Koftis and Prinos (2007).  
The wave basin is used more rarely, apart from specific designs which are too difficult to generalize, such as 
the Port of Brownsville Marina in Washington State (Allyn et al., 2004).  Recently, Ruol and Martinelli 
(2007) and Martinelli et al. (2007) examined respectively in a wave flume and in a wave basin the load 
acting on mooring system in case of snapping in presence of simple and complex layouts under irregular 
waves.  These investigations lead to the following questions: are the results obtained by means of 2D tests 
really representative of prototype conditions?  It is at least expected that under perpendicular waves the 
performance in the basin and in the flume are alike, but is this assumption really verified in practice?  

3. Experimental Investigation 

Physical model tests were carried out in the 33x1.0x1.4m wave flume and in the 6.0x20.6x0.8 m wave 
basin of the Maritime Laboratory of the University of Padova.  

In the 2D experiments (Fig. 1), the floating elements are about 20m long, 2-3m high, around 4m 
wide and have typically a core in polystyrene, covered by a thin concrete shield. They have been 
reproduced in geometrical scales 1:12 (extensive testing) and 1:20 (few tests).  Irregular waves were 
generated using an active wave absorption device. Significant wave heights are in the range 0.4-1.0m 
(prototype scale), and wave steepness in the range 1%-7%.  Four types of moorings were examined: a 
pair of piles to which the floating body is connected and a system of 4 diverging chains characterized by 
3 initial stresses.  Measurements were performed using: some wave gauges (4 in front and 3 behind the 
FB) to assess the incident, transmitted and reflected waves; 4 force transducers (placed along the 
connections or along the piles) to evaluate the forces; 3 displacement transducers to study the rigid body 
motions and response. 

In the 3D tests (Fig. 2), irregular long-crested waves were generated with heights again in the range 
0.4-1.0 m and steepness between 1%-7%.  The FB is composed by 3 aligned elements, identical to those 
used in the flume tests, in scale 1:20.   



Figure 1.  View of the experimental set-up in the wave flume.  

Figure 2.  Tests under way in the wave basin. 

Incident and transmitted wave conditions were measured using several wave gauges in front and 
behind the structures. Mooring forces and link forces between modules were assessed by means of 
suitable load cells.   

4. Results 

The main result of the experimental investigations is the assessment of wave transmission and structure 
solicitation in wave flume and in wave basin for the same structure geometry under the same incident 
wave conditions. Specifically for the 2D case, measurements of the rigid body movements and floating 
performance for the 4 different mooring systems will be presented.  
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Abstract  

The new multipurpose terminal, in construction on the inner side of the Leixões south breakwater, Fig. 1, 
is composed by three new berths. For this terminal a solution based on the use of innovative blocks was 
chosen, with the aim of reducing the wave reflection. Even thought they have been used on a small 
fishing harbour, their hydraulic efficiency in terms of wave reflection has never been analysed. 
In the paper, the results of the hydraulic efficiency of the quay in terms of wave reflection are going to be 
presented for the tested configurations. 

Figure 1. New multipurpose terminal. 

1. The multipurpose terminal 

The structural solution in construction will be materialized by pre-made concrete blocks called NOREF 
(Non Reflection Blocks). These patented blocks allow building a vertical perforated berth, less reflective 
than traditional continuous quay walls and therefore improving wave conditions on the inner area of the 
harbour. With this solution, the Port Authority was looking for the less reflective solution in order to 
offer better navigation, operational and safety conditions. 

new multipurpose 
terminal 



2. The laboratory tests 

In order to study the behaviour of these blocks, and because they have never been tested before, physical 
modelling tests were performed on the wave tank of the Hydraulics Laboratory of the Faculty of 
Engineering of the University of Porto. The wave tank is 28,0 m long, 12,0 m wide and 1,2 m in depth. 
The tests were made at a 1:30 scale in order to analyse the influence of the wave period (T), the wave 
height (H), and the wave steepness (H/L) on the hydraulic efficiency to reflection of the blocks. For the 
tests, two different quay walls lengths were built inside the wave tank, Fig. 2: the first one 2,0 m wide 
(60,0 m on the prototype); and the other 0,5 m wide (15,0 m on the prototype). 

Figure 2. Quay walls lengths used in the physical modelling tests.

The experimental work included two tide levels: 1,9 m (half tide) and 3,8 m (high tide), four significant 
wave heights (irregular waves): 0,50 m, 0,75 m, 1,0 m, 1,50 m; and four wave periods: 3 s, 4 s, 5 s and  6 s. 

3. Results 

The results obtained on both channels, for different test conditions, were analysed. As an example, Fig. 3 
presents the comparison of the results obtained for the two tested quay walls lengths, for a wave period 
of 3 s and half tide.  

Figure 3. Results obtained for T = 3 s, half tide. 

 In the paper cross relations between several parameters will be discussed, and global hydraulic 
efficiency in terms of wave reflection will be presented. 
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Abstract 

Port and coastal structures protect land from sea actions like high water levels and waves. Constructions 
with vertical walls are frequently used both in “coastal engineering” and “offshore engineering” 
applications. These constructions have to be designed to resist quasi-static loads as well as short but 
intense violent wave impacts that are distributed in time and space. 

Because of sea level rise, rougher sea states and stricter regulations for tolerable wave overtopping, 
vertical walls would be dimensioned higher and higher. Therefore, coastal engineers provide vertical 
walls more and more with a return crown wall or even a completely horizontal cantilever slab: this 
strongly reduces the wave overtopping. Yet, the wave impacts on horizontal decks (or return crown 
walls) cause an important uplifting force. In the design, these forces cannot be substituted by a static 
equivalent value. A description of the space and time distribution of the wave impacts is necessary.  

The qualitative and quantitative determination of wave loads on vertical walls has already been 
examined intensively in the past decades (e.g. Oumeraci et al., 2001). Uplift loads below horizontal 
decks are examined at present in several research projects (e.g. McConnell et al., 2003).  

In opposition to a single vertical or horizontal wall, structures consisting of both vertical parapets 
and horizontall cantilever slabs have scarcely been considered. A consensus on the necessary approach 
for the research of this type of structures lacks completely (Okamura 1993). Due to the special geometry, 
involving closed angles, which do not allow incident waves to dissipate, the wave kinematics differ 
fundamentally from the preceding situations. 

Hence, larger wave impact and divergent response of the structures is expected, as it depends 
heavily on structural stiffness and interaction. The behaviour of cantilever structures above sea level may 
be regarded as similar to a bridge deck, since the incident loads vary strongly with time and space.  

An example structure for wave impacts on a vertical wall with an overhanging horizontal cantilever 
slab is the Pier of Blankenberge (see fig. 1) located along the Belgian coast. During high tide, the sea 
flows freely under the building what makes the structure vulnerable for wave impacts. The wave impacts 
are caused by waves running up against the vertical wall of the extended cylindrical structure, 
successively slamming against the horizontal slabs. During the winter season of 2002-2003 and 2007-
2008 the structure was damaged, due to violent wave impacts as a result of heavy storms. In Cherlet et al. 
(2006) a description of the field monitoring equipment, installed on the pier for measuring wave loading 
and structural response has been provided.  



Figure 1. The renovated Pier of Blankenberge, Belgium. Picture taken during low tide.  

Taking into account the problem description above, the general objective is to bring a new design 
tool to estimate violent water wave impacts on a vertical wall with an overhanging horizontal cantilever 
slab, based on the correlation between the kinematics of breaking waves, aeration level due to the 
breaking and the height, distribution, duration and characteristics of the violent wave impacts. On the 
other hand, the structural response, the generation and proceeding of wave induced vibrations, comfort 
conditions for use and the structural safety will be analysed under the defined hydrodynamic conditions. 
For achieving the above aims, small scale physical model tests are planned. Experimental results will be 
compared with the prototype measurements of the Blankenberge Pier.  

Physical model tests are carried out in the wave flume (30 m x 1 m x 1.2 m) of Ghent University, on 
a scale of 1/15. The model is located 18m away from the wave paddle on a uniform slope with thickness 
of 45 cm at the structure. The foreshore slope is 1/10. The scale model is 40 cm in height and the 
horizontal part is 80 cm in length (see fig. 2). The physical model is instrumented with 10 pressure 
sensors to register wave impact pressures and related forces both on the vertical and horizontal parts. 
Free surface profile and aeration level in front of the structure are measured from the high speed camera 
recordings on a light sheet created with an infrared laser beam. Nine wave gauges have been installed for 
active wave absorption, wave reflection and breaking wave height near the structure, respectively.  

Figure 2. Small-scale model set up. 

In the model tests, the wave period, wave height and water depth are considered as variable input 
parameters. For a range of values of these parameters, physical parameters like peak pressure 
characteristics (magnitude, duration and rising time), aeration level in front of the structure, reflection 
coefficient due to the structure, breaking wave height and depth are measured in time and space.  

As an example, the pressure record of one sensor located at the water level (ds=19 cm) is shown in 
Figure 3 on a time interval which shows several associated impacts, for regular waves with wave period 
T=1.6 s, incident wave height H=22.3 cm and sampling frequency 20 kHz. The peak pressure of 87 kPa 
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is the highest recorded pressure for this particular set-up. As it is well known in the literature, the 
variations in the peak pressure values are high and not repeatable.  

Figure 3. Time series of the pressure record for the pressure sensor located at the water 
level (ds=19 cm, H=22.3 cm and T=1.6 s). a) Time window of 32 s, b) detail showing of 
4 consecutive impacts.  

This paper will describe the set up of the small scale model tests in the wave flume including 
scaling of the model, installed instruments, data acquisition system and will discuss the analysis and the 
first results.
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1. Introduction  

The nature of the impact pressures and forces induced by breaking waves upon the wall has been studied 
in many experimental works, but still there is no generally accepted and comprehensive physical 
explanation of it (Kamel, 1970; Oumeraci H. et al., 1993; Hull & Müller, 2002; Peregrine, 2003;  
Bullock et al., 2005). Their generation mechanism could be clarified if direct data are available, showing 
the wave-wall-contacting medium at pressure peak occurrence. With that end in view experiments have 
been cried out in the Large Wave Flume (CIEM) at the Maritime Engineering Laboratory (LIM), 
Research Center of the Catalonia University of Technology (UPC), Barcelona, under quite close to 
natural conditions: negligible scale effects and at irregular wave regime (Big-VOWS project 
coordinating by Prof. W. Allsop).  

2. Methodology 

The kind of medium at the wall boundary at the moment of pressure peak occurrence was precisely 
identified by means of water sensor tool, Fig. 1.  

Figure 1. Water sensor 

The water sensors were located on the wall, in the immediate vicinity of the pressure transducers, Fig. 2.  

1 - orifice 
2 - conductor 
3 - plastic corpus 
4 - electrodes 



Figure 2. Location of the pressure transducers and water sensors on the steep wall 

Thus, when the water particles touched the water sensors, the electric signal was recorded simultaneously 
with the pressure fluctuations. 
The water sensor signals are time-domain signals presented in time/voltage coordinates (Fig. 3). When 
the water or air-water mixture comes in touch with the wall, the voltage signal is deflected and fixes the 
start of the contact. An unstable record indicates that air-water mixture gets in touch with the wall, 
whereas fast deflection suggests a water-wall contact. 
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Figure 3. Identification of the wave-wall-contacting medium by water sensor records. 

The synchronization between pressure and water sensor records allows identifying the physical medium 
at the wall boundary in the moment of pressure peak occurrence (Fig. 4).  
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Almost all impulsive pressure peaks have been recorded at full water-wall contact and only 2% of 
pressure peaks – before full contact, but after the starting point of contact. No case of impact pressure 
peaks before the starting point of water-wall contact has been registered and this means that the air 
compression should not be considered as a unique reason for impulse pressure origin. 

5. Conclusion 

Studying the kind of wave-wall-contacting medium (liquid, air or air-water mixture) through water 
sensors, when peaks of maximum pressures occur at wave impacts allows for more solid conclusions to 
be drawn about their origin and physical nature. 
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1. Introduction

Experimental tests of vertical perforated construction were conducted on two models at the scales of 1:25 
and 1:40, respectively. On the model at the scale of 1:25, optimum porosity n (%) of perforated wall was 
tested, which gives the minimum coefficients of reflection. The larger scale model was chosen for testing 
of reflection characteristics of the construction to avoid the influence of the scale in dissipation effects 
within the construction chamber. On the same model the pressure at point 7 (Fig. 2.) was also measured, 
to assess the influence of the model scale on measured pressures, and to assess the influence of porosity 
of the perforated wall on pressures in the chamber. On the other physical model at the scale of 1:40 (and 
optimal porosity 32%), pressures were tested at 9 points of the front side of the perforated wall and 
within the chamber (Fig. 2.). The pressure gauges 7, 8, and 9 are situated on the upper board, within the 
chamber. The results of measurements of the pressure gauges 1, 5, and 6 are not presented in this paper. 

Measurings were done in the canal 1 m wide and 1.5 m deep.The piston-type wave generator (DHI, 
Denmark) was used to generate regular and irregular wave fields in the canal. Measuring of the reflection 
coefficient was done by capacitive probes, and incoming and reflected waves were separated by the 
method (Goda and Suzuki, 1976) 

As already mentioned, one construction was tested on two models, at two different scales. The 
model 1:40 was used to test porosities n = 0, 24, 32 and 40 %, and the model 1:25 for testing of porosity 

Figure 1. Cross-sections of models of vertical perforated structure



n = 32 %, as this porosity showed the best reflection characteristics. Testing on both models was done by 
regular (Stokes) and irregular (Jonswap) waves, for sea level altitudes 0.00m and +0.50 m. 

Figure 2. Ground plan and front side view of the perforated structure, porosity n = 32%, layout of pressure gauge 
probes (1 through 9). 

2. Physical model I (scale 1:25) 

Testing on the scale 1:25 model was done by means of regular and irregular waves, according to the 
testing program in the table 1. Periods T [s] i Tp [s] are determined according to different values of wave 
steepness  L/Hi i Lp/Hsi. For the purpose of this paper, steepnesses were used as reciprocal values of the 
conventional parameter of steepness H/L.  

Table 1. Program of testing by regular (Stokes) and 
irregular (Jonswap) waves on 1:25 model. 

10 15 20 30
0,5 1,8 2,2 2,5 3,1
1 2,5 3,1 3,6 4,4

1,5 3,1 3,8 4,4 5,4
2 3,6 4,4 5,1 6,2

2,5 4,0 4,9 5,7 6,9

T [s] (reg.)  Tp

[s] (irreg.)

WL [0m,+0.5m] L/Hi (reg.)  and     Lp/Hsi (irreg.)

n =  [0,24,32,40%]

H
si
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.) 
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i [

m
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)

M 1:25  
Bw=5,46m

Tests were performed on vertical perforated walls of various porosities (n= 0, 24, 32 and 40 %), 
measuring the coefficient of reflection from each wall, as a function of the wave steepness parameter. 
For regular waves, the reflection coefficient (Cr) is defined as irr HHC , where Hi = incoming wave 
height, and Hr, reflected wave height. For irregular waves, the reflection coefficient  (Cr) is defined as 

sisrr HHC , where Hsi = significant incoming wave height, and  Hsr significant reflected wave height.  
Results of the analysis are shown in Fig. 3. 
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Figure 3. Reflection coefficient (Cr), as function of wave steepness (L/Hi, Lp/Hsi) and porosity of the perforated wall 
(n), for regular waves and irregular waves, water level WL=0m. 

It may be seen in Fig. 3, that the values of the reflection coefficient are the lowest for porosities n = 
24 % (L/Hi=Lp/Hs=10) and n = 32 % (L/Hi=Lp/Hs=15). Dependence of reflection coefficients on wave 
steepness or wave length is not clear expressed. 

Mechanisms of energy dissipation in the construction chamber without the upper board are the 
resonance mechanism, which makes the reflection coefficient dependent on the period of incoming 
waves, and the mechanism of dissipation in the chamber through turbulence. As the chamber upper 
board is situated very close to the water level (WL), the resonance mechanism is excluded, and the 
reflection coefficient is independent from frequency of incoming waves, and energy dissipation occurs 
only through turbulence in the chamber. For the above reasons reflection coefficient minimums for 
regular waves occur around the value of 0.3, while for perforated constructions without upper board the 
minimum is around 0.1 (Suh, 2006). For irregular waves, minimum values of reflection coefficient 
match the values for partially perforated constructions without upper boards, about 0.3 (Suh, 2006). 

The same model was used to test the influence of wall porosity on the pressures on the upper board 
of the chamber (in pressure gauge 7, Fig. 2). The influence of porosity is shown in Fig. 4 with very clear 
tendency. 
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Figure 4. Maximum measured pressures (pm/rg), in gauge 7, as function 
of parameter  Bw/Lp, for different porosities of perforated wall (n), for 
irregular waves. 
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3. Physical model II (scale 1:40) 

The second model was made primarily for testing of pressures and forces on the perforated construction, 
with and without air gaps on the upper board, for optimal porosity n=32%. The air gaps are 1 m in 
diameter, situated on the upper board as shown in Fig. 3. Measurings on the second model were done for 
regular and irregular waves, only for steepness   L/Hi = Lp/Hsi =15, according to the test program in table 2. 

Table 2. Program of testing by regular (Stokes) and irregular (Jonswap) waves on 
scale 1:40 model. 

M 1:40
Bw=5,46m

2 4,4
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4 6,2H
si
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.) 
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n =  [32%] Tp [s] (irreg.) M 1:40
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1,5 3,8
2,5 4,9
3,5 5,8
4,5 6,6
5,5 7,3
6,8 8,1
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H
i [

m
] (

re
g.

)  
   

L/Hi =15

WL [0m,+0.5m] T [s] (reg.)n =  [32%]

By integrating the measured pressure diagrams, the forces on the perforated wall bollard (width 
0.675 m) and on the upper board of the chamber (per m of board length) were determined. The pressure 
diagrams were extrapolated prior to integrating, and they encompass the entire height of the bollard and 
the entire width of the board of the perforated construction. 

Maximum forces were calculated, on the bollard without air gaps FB [kN], and with air gaps FBO

[kN] and maximum forces on the upper board without air gaps FUB [kN/m'] and with air gaps  FUBO

[kN/m']. 
The influence of air gaps on reduction of forces on the upper board and the bollard of the perforated 

construction is evident (Fig. 5).. The level of reduction of the forces is analyzed through the ratio of 
forces with and without air gaps: FBO/FB and FUBO/ FUB

The influence of the model scale was analyzed in measuring point 7, on both models (1:25 and 
1:40). From Fig. 6 it may be concluded that for regular waves there are no significant differences in 
measured pressures, for the area Bw/Hi > 2.0. With irregular waves, differences become higher at larger 
wave heights,  Bw/Hsi < 2.0. 

Figure 5. Ratios of forces on the bollard, with and without air gaps  (FBO/FB) and ratios of forces on the upper board 
with and without air gaps (FUBO/ FUB), for water levels  WL=0 and 0,5m, for regular waves and irregular waves. 
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4. Conclusion  

On the basis of mentioned analyses it may be concluded that the upper board of the partially perforated 
construction adversely affects the reflection characteristics, increasing reflection from the wall. It has 
also been confirmed that minimum reflection coefficients occur at front wall porosity of approximately 
30 %. Pressures on the upper board of the chamber are dependent on the porosity of the front wall, and 
decrease with decreased porosity. Air gaps on the upper board of the construction reduce forces on the 
bollards of the front wall and on the upper board by up to 50 % for larger waves. The model scale doesn't 
influence measured pressures. 
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Abstract  

A 1:30 physical model of a hull of the WAVECAT, a new wave energy converter, is tested in a wave 
flume. The model allows to vary the key design parameters (freeboard, draft, hull convergence angle), so 
that different configurations can be tested until their optimum values — those that maximise the amount 
of overtopping and the height above mean sea level at which it is collected — are found. The refined 
design resulting from these tests will be used to build a large-scale model (possibly 1:5) which will be 
tested in a wave tank and in the sea.  

1.   Introduction 

The use of carbon-emitting energy sources and its effects on the global climate is a reason for serious 
concern, hence the importance of shifting to renewable energy sources. Among these, wave energy is 
currently emerging as one of the sources with the greatest potential for countries with coastlines 
submitted to an energetic wave climate (Carbon Trust, 2006). Its late development relative to other 
renewable sources is due to the technological challenges that it poses. Nowadays there are a number of 
devices to exploit wave energy, in different stages of development. According to their interaction with 
the incoming wave, they are classified as point-absorber devices, attenuators, and terminators. 
WAVECAT is a wave energy converter of the terminator type. It can be described as a sort of catamaran, 
its hulls forming an angle when seen from above (Figure 1).  

2.   WAVECAT Operation

When in operation, WAVECAT is moored with its centreline aligned in the direction of the waves. As a 
wave crest advances between both hulls, their convergence causes the wave height to increase, until 
eventually the hull boards are overtopped. The overtopping volume is collected in tanks above the mean 
sea level. These tanks discharge through a turbine system into the sea, so that the higher water level in 
the tanks is used to drive the turbines and generators coupled to them. 



Figure 1. The WAVECAT wave energy converter. 

Overtopping has been extensively studied in conventional breakwaters (e. g. Van der Meer et al., 
1994) and also in low crest structures. However, the nature of overtopping occurring at the WAVECAT 
is different for several reasons. First, the wave energy converter, being a floating craft, moves under 
wave action. Second, the vertical walls on which the waves impinge have a limited draft, in addition to a 
low freeboard. Third, waves act on these walls at a high obliquity. Therefore it is necessary to study the 
overtopping in this case by means of ad hoc tests.  

3.   Physical Model Tests

With this purpose, a model of one of the hulls at a scale 1:30 is tested in the wave flume of the 
University of Santiago de Compostela, with dimensions of 20 m (length) x 0.9 m (height) x 0.65 m 
(width). The model allows to modify the key design parameters: freeboard, draft, and hull convergence 
angle. A number of configurations are tested with different values of these parameters, under various 
wave conditions representative of the sea states offshore the Galician coast (NW Spain), where the first 
deployment of the WAVECAT is planned. The overtopping rates for each configuration are measured. 
The aim is to determine the values of the design parameters conducive to the highest overtopping rate 
and height above mean sea level at which the water is collected, hence to the greatest potential for power 
production. The complete tests results will be presented at the Conference. The refined design achieved 
through these small-scale tests will be constructed at a larger scale (possibly 1:5) by a shipyard, and 
tested in a wave tank and at sea.  
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Abstract   

In the design of coastal facilities, it is customary to estimate parameters of a design sea state 
corresponding to a specified return period or annual risk, and then develop an estimate of the expected 
largest individual wave height within that sea state. In the paper, the design wave produced by wind 
generated waves on coastal structures (rubble mound breakwaters, groins, ports) will be obtained.  
To this aim, the expressions proposed by the Technical Instructions for the Planning of Maritime 
Breakwaters (1995) will be used and applied at the Italian location.  

1. The design wave for wind generated waves  
Let us consider the design wave to calculate the maximum force produced by wind generated waves 

on coastal structures. The design wave has an height h(R) that has a given probability P of being 
exceeded in the lifetime L of the structure.  

The upright breakwater must be able to withstand the design sea state with same dictated safety 
factors. The rubble mound breakwaters must be able to withstand the design sea state, suffering at the 
most damages contained within a prescribed level. So, it is necessary to fix the design lifetime L of the 
structure and the probability that the wave height, in L, exceeds a fixed threshold.  

Tables 1-2 give the minimum lifetime L and maximum encounter probability P indicated in the 
Italian Technical Instructions for the Planning of Maritime Breakwaters (1995). 

Table 1. Minimum lifetime L (years). 

Safety level 
Structure type 

1 2 3

General use 25 50 100
Special use 15 25 50

Table 2. Maximum encounter probability P.

Risk for human life Economic consequence 
in case of failure Small High

Low 0.20 0.15 
Average 0.15 0.10 

High 0.10 0.05 

An additional verification is required for the rubble mound breakwaters. 
Specifically, the structure must be able to withstand, with practically no damage, a sea state that has 

a relatively high encounter probability (see Table 3). 



Table 3. Maximum encounter probability P (second verification of rubble mound 
breakwaters). 

Risk for human life  Economic consequence 
in case of failure Small High

Low 0.50 0.30 
Average 0.30 0.20 

High 0.25 0.15 

Once the values of L and P have been fixed, it is possible to derive the return period R(L,P) that, in 
the hypothesis of Poisson process, is equal to:  

P

LPLR

1
1ln

, . [1]

When the return period R is known, using the series proposed by Boccotti (2000), we can derive the 
significant height that corresponds to such a return period. The series can be written in the form:  

1ln ii xuAx , [2] 

with:

B
RuA ln1 ,

u

w
h

R
Bx exp .

As a first attempt value B can be assumed equal to b10 (mean value of the bases of the equivalent 
triangular sea storms recorded in N years - Boccotti, 2000). The series [2] converges quickly, so that it is 
possible to derive easily x and therefore h(R) through the expression:  

u

x
B
RwRh

1

ln . [3] 

Following the Technical Instructions for rubble mound breakwaters, in the hypothesis of total 
destruction or incipient damage, and for coastline defence works the design wave has an height Hs=h(R)
and a period Tp that, in the hypothesis of JONSWAP spectrum, is:  

g
RhTp 4

5.8 . [4] 

Furthermore, for vertical breakwaters, the design wave have an height equal to H20=1.4h(R) and a 
period Th equal to the average period of a wave in a sea state with the significant height equal to h. Using 
the expression of Rice (1945), for wind waves in the JONSWAP spectrum hypothesis, it results equal to:

ph TT 92.0 . [5] 

The calculation scheme proposed in the paper is applicable for any defence work located near the 
shoreline.

Tables 4-6 indicate the design wave for different kinds of port defences and coastline structures. 
The results are referred to the locations were, currently, are located the wave metric buoys managed by 
the Italian Wave Metric Net of the Agency for the Environmental and Territory (APAT) (see Fig. 1). We 
obtained theses results considering the most serious conditions foreseen by the Normative for the 
different kinds of maritime structures. From Tab. 5 we can deduce, for instance, that the design wave of a 
vertical breakwater at Alghero, characterized by the strongest sea of Italy, can be assumed equal to 
H20=19.74 mt and Th=14.72 sec. At the same location, the design wave of a coastline defence structure is 
equal to Hs=10.93 mt and Tp=14.08 sec.
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Figure 1. Location of the Italian wave metric buoys managed 
by the APAT. 

Table 4. Design wave for rubble mound breakwaters. 

Rubble mound breakwater 
Incipient damage (L=50years,P=0.5) Total destruction (L=50years,P=0.1)Location

H10 (mt) Tp (sec) H10 (mt) Tp (sec) 
Alghero 14.76 14.52 17.07 15.62 
Catania 10.10 12.01 12.27 13.24 
Crotone 9.86 11.87 11.66 12.91 

La Spezia 10.48 12.24 12.38 13.30 
Mazara del Vallo 9.24 11.50 10.50 12.25 

Monopoli 7.90 10.63 9.18 11.45 
Pescara 9.78 11.83 11.62 12.89 
Ponza 9.71 11.78 11.20 12.65 

Table 5 Design wave for vertical breakwaters. 

Vertical breakwater (L=100years,P=0.1)Location H20 (mt) Th (sec) 
Alghero 19.74 14.72 
Catania 14.42 12.58 
Crotone 13.57 12.20 

La Spezia 14.42 12.58 
Mazara del Vallo 12.07 11.51 

Monopoli 10.63 10.80 
Pescara 13.55 12.19 
Ponza 12.94 11.92 

Table 6. Design wave for coastline defence structures. 

Coastline defence structure (L=25years,P=0.5) Location Hs (mt) Tp (sec) 
Alghero 10.93 14.08 
Catania 7.33 11.54 
Crotone 7.24 11.46 

La Spezia 7.70 11.82 
Mazara del Vallo 6.90 11.19 

Monopoli 5.85 10.30 
Pescara 7.17 11.41 
Ponza 7.20 11.43 

29



Otherwise, it is possible to use the directional probability of exceedance. Let us consider the 
probability P(Hs>h; 1< < 2) (see curve on the right in Fig. 1) that the significant wave height, at a 
given location, exceeds a fixed threshold h, with the dominant direction within a fixed sector ( 1 2).
Directional probability must be less than equal to omnidirectional probability that often can be fitted by:  

u

s w
hhHP exp)( . [6] 

This is a Weibull distribution whose parameters  and  depend on the special location under 
examination (see curve on the left in Fig. 1). While P(H

u w
s>h; 1< < 2) can be expressed as a difference 

between two Weibull forms (Boccotti, 2000): 
uu

s w
h

w
hhHP expexp);( 21 , [7] 

where the non negative parameters w  and w  generally vary from one sector to another, while u takes on 
the same value as in the omnidirectional probability of exceedance . Parameter w)( hHP s  must be 
greater than w , otherwise the probability would take on same negative values and must be smaller than 
or equal to and w (the parameter of ). For plotting the data we shall use: )( hHP s

RhX 2.5ln100 ,
P

Y 1lnln100 . [8] 
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Figure 2. The probabilities P(Hs>h) and P(Hs>h; 1< < 2) at 
Crotone (Italy) in the Jonian Sea (Southern of Mediterranean). 

Calculated h(R), it is possible to obtain the design wave h(R; 1< < 2) for a fixed sector of wave 
advance. It is necessary to enter in the abscissa of Figure 2, with the value of X calculated (see eq.ns [3] 
and [8]) and to draw, in ordinate, the value Y whose corresponds, in abscissa, h(R; 1< < 2).
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Abstract   

The rubble-mound breakwaters have been most widely used in Korea. Recently, serious damages for the 
rubble-mound breakwaters are reported frequently and they are concentrated on the head and curved 
sections of breakwaters. In general, the breakwater head and curved sections are one of the most important 
part in a whole breakwater. Therefore these parts are designed to locate the heavier blocks rather than trunk 
section. In this study, the stability of the breakwater heads covered by tetrapods are investigated with the 
hydraulic model tests. 

1. Introduction 

The types of breakwaters could be classified into the rubble mound, the vertical caisson or cell block and 
the composite type etc. In Korea, about 70% of total lengths of breakwaters are rubble mound type 
breakwaters and the tetrapods are most widely used armour blocks. The total lengths of breakwaters mean 
the summation of each length of all breakwaters which are constructed in Korea.  

It is well known that many typhoons generated near the Guam and Philippines in the Pacific Ocean 
move to the north-east Asia. In the north-ease Asia, Korea is neighbored by China and Japan and its 
southern coastal zone faces the Pacific Ocean. At least two or three typhoons almost every year have 
caused significant damages on the southern coast of Korea. These typhoons rotated counterclockwise and 
pass through the Korea peninsula or the Straits of Korean between Korea and Japan. Because the typhoons 
turn round, the direction of waves are very important. That is, since the breakwaters are designed to the 
normally incident waves, the obliquely incident waves could brought about the unexpected damages.  

In this study, the damage from the oblique incident wave onto the breakwater heads are investigated 
by the series of hydraulic model experiments. 

2. Experimental Setup 

In this study, a series of stability tests for the rubble-mound breakwaters has been carried out in an 
elaborately controlled laboratory facility. The basin is 42m long and 36m wide. A uni-directional spectral 
wave generator is installed in one end of the basin and is used to generate irregular waves with equivalent 
significant wave heights and wave periods. The width of wave generator is 20m.  

Figure 1 and Figure 2 show the schematic sketch of wave basin and model setup for experiments. The 
length of breakwater which is tested in this study is 4m long and the water depth at the toe of breakwater is 
0.45m. The height of superstructure is 0.9m. The main armour blocks are the tetrapods (T.T.P) and the 
weights of them are 211g and 271g for head part of breakwater. The breakwater has the slope of 1:1.5. The 
unidirectional irregular waves with Bretschneider-Mitsuyasu spectrum were used and the wave condition 



was non-breaking or partially breaking at the toe of the structures.  Table 1 shows the summaries of test 
condition. 

 Figure 2. Top and cross section views of breakwater 

Table 1. Summary of test conditions in the model 

Wave height (cm) Wave period (sec) Water Depth Weigh of Armour Number of wave 

7, 8, 9, 10, 11, 12 
13, 14, and 15 

1.0, 1.2, 1.4, 1.6,  
1.8, and 2.0 

45cm T.T.P : 
211g and 271g 

1,000 15° 
(  =0° ~ 90°) 

3. Analysis of Stability 

Analysis of stabilty for breakwater is investigated in detail with respect to the change of wave heights, 
wave periods, and incident angles of waves. When analysing the stability of breakwaters, Ns, the stability 
number in the Hudson’s empirical formula is applied. The empirical formula suggested by Hudson is as 
followings (CEM, 2002). 

                                                               [1] 

In equation (1), M is mass of armour unit,  is mass density of armor unit, H is wave height, Sr= / water , Ns

is stability coefficient and  is angle of structure slope(cot = 1.5).  
The breakwater head and trunk is divided by several sections and the stability number, Ns is tested and 

measured  for each section from the experiments (Figure 3).  

Figure 3. Model setup (left) and test section division (right)
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The damage rate of breakwater was calculated by the following 2 methods. The one is the total damage 
ratio, that is, the ratio of the number of dislocated armour blocks to that of the originally covered total 
blocks and the other is the partial damage rate, that is, when the damage is concentrated on the special area, 
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the partial damage rate is applied. As the Hudson formula was used for evaluating the stabilty, the damage 
rate for 0%~5% ranges are investigated. 

4. Results and Discussion 

The stability number is investigated using the hydraulic model experiments and the test results is 
analised with Hudson forumula. In this study, the stability for 2 kinds of T.T.Ps are investigated. The 
weight of T.T.P for CASE �is 271g and CASE� is 211g. Figure 4 ~ Figure 6 are the results of CASE � for 
eache wave direction, Figure 7 is the comparison with all directions for CASE� and Figure 8 is the 
comparsion with the minimum stability number for CASE� and CASE�.

Figure 4 ~ Figure 6 show that as the incident angle( ) is changed, the stability number is also varied. 
Figure 7 is the result for the comparison with minimum stability number for each incident angle and shows 
that as the incident angle become larger, the stability number increased and the main damaged area is 
shifted into the inner harbor area. The stability number for =112.5°~157.5° is relatively small rather than 
other area, that is, this part is most vulnerable area among the several section of breakwater head. 

Figure 8 shows that the stability numbers from CASE�and CASE� are similar and the area for below 
2.0 is around =90°~180°. The stability of head parts is more vulnerable than the trunk parts. 
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Abstract  

This paper includes findings from two model tests to cover the Main Breakwater head and the Main 
Breakwater root. A Single layer of CORE-LOCTM units was used as the primary armour layer for the 
breakwater. Stability of the primary armour layer with CORE-LOCTM armour units, stability of the 
CORE-LOCTM armour units at the breakwater round head, degree of scouring in front of the toe, wave 
overtopping and impacts of wave overtopping on lee side armour layer were studied. Results were 
compared with the current state-of-the-art design formulae and the results are described in the paper. 

1. Introduction 

The Port of Colombo, one of the few deepwater ports in the Indian subcontinent, is strategically placed 
along the main shipping route.. The current depth of the Colombo port is insufficient to accommodate 
mega-carriers coming into service. With the demand for container throughput expected to exceed 
Colombo’s capacity in the near future, the Government of Sri Lanka has recognized the need to increase 
Colombo’s capacity to maintain its hub status in South Asia. Lanka Hydraulic Institute Ltd. (LHI) 
carried out field investigations, numerical modelling and physical modelling to optimise the functional 
and operational efficiency of the newly developed harbour layouts. 
 This paper presents the results of the hydraulic model investigations (three dimensional physical 
model tests) conducted to optimize the breakwater head and the breakwater alignment at the root.  

2. Model Set-Up and Testing Procedure 

Since the size of the model basin is not large enough to accommodate the full harbour layout, two 
separate layouts were tested. Main breakwater root was covered in the first layout (South Layout) while 
main breakwater head (see Figure 1) and small boat harbour were covered in the second layout (North 
Layout) A total of 80 model test runs were performed on the aforementioned breakwater layouts at LHI 
laboratory basin, which is 35m long, 25m wide and 1.0m deep. The main concern when testing model 
structures is to ensure that the wave structure interaction is correctly represented without the results 
being biased by scale effects. Hence after considering number of factors such as size of the flume and 
available sizes of model CORE-LOCTM units, the final geometrical scale was chosen as 1:83 using 
Froude’s similarity.  



Figure 1: Main breakwater head model at 
LHI 3D wave basin 

 The method of placing armour units was random, similar to prototype, in order to ensure that correct 
packing density was achieved. The designed prototype CORE-LOCTM unit size of 19.74 MT which 
approximately corresponds to model unit weighing 34g with a specific gravity of 2.35 (at the selected 
scale of 1:83). 
The model testing of the breakwater layouts was carried out at a water level of +1.2m LWOST (Low 
Water Ordinary Spring Tide) The model testing was carried out for the two different wave systems 
characterizing the wave climate at Colombo (Swell Wave Conditions, and Overall (Combined) Wave 

Conditions). These transformed wave conditions were 
used as input wave conditions at the up wave boundary 
(near the paddle) of the coastal profile for the two-
dimensional flume testing. A JONSWAP spectrum was 
used to generate the required wave conditions. The 
generalized test path followed during each test series was 
0.1year, 1year, 10 year, 50 year, 100 year, 200 year, and 
200 year+20%. 200+20% year was to establish a factor 
of safety on the stability of the CORE-LOCTM. Two 
wave directions were used for South Layout (2250 & 
2650) and three wave directions were used for North 
Layout (2650, 2850 & 3850). 

3. Discussion of Results  

The Principal aim of these model tests was to assess the stability of the armour units including CORE-
LOCTM units and the wave overtopping at the head and along the truck when the structure was subjected 
to oblique wave attack. The final design showed good stability against even for the 20% higher wave 
heights (Hs=7.7m and Tp=17s) than the design storm conditions (Design Conditions are 200 Year Return 
Period; Hs=6.4m and Tp=16.0 at 15m Water Depth).  
 Percentage damage of the Toe armour (8-12 ton) was well below the acceptable damage levels. 
However lee side armours (3-6 ton) were damaged severely during design wave conditions with 2850

direction. Severe damage was mainly observed near the breakwater head. Then the amour size was 
increased until acceptable damage level was reached.  
 Severe damage due to significant wave overtopping was observed at the main breakwater root 
during 50 year wave condition with 2850 direction. To reduce the wave overtopping several options were 
tested with different alignments and different crown wall heights. Final alignment, the most seaward 
option and to tie the root to near by rocky headland. This arrangement reduced the focusing of waves in 
the bay formed at the root in previous alignments. Also crown wall was moved away from the marine 
drive which leads to different overtopping criteria. Based on the wave overtopping measurements and the 
amour stability results from the model study, the alignment of breakwater, the crest level of crown wall 
and sizes of armour unites were optimized. 
 This paper will contain the important findings from the model tests. These findings will enhance the 
general understanding of breakwaters with artificial armour units. Improvements resulting from the 
model tests will be presented during the presentation with comparison of results with current design 
practices. 
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Abstract   

This paper describes the 3D physical modelling performed during the design phase of the Smith 
Embankment Development planned to be built inside Peterhead Bay Harbour in north east Scotland.  
This development designed by Peter Fraenkel & Partners Ltd comprises in particular a 100m long rock 
rubble mound extension to the existing Albert Quay Breakwater with a wave wall, to protect a new 
general purpose quay along its inside.  The extension also protects a further 200m long quay and 
reclamation which will be mainly dedicated to fishing activities. 

1. Context of the Study 

Sogreah has been subcontracted by Peterhead Port Authority to investigate the structural response of this 
extension to the breakwater when subjected to oblique wave attack inside the harbour and to measure its 
impact on the wave disturbance at other facilities around the harbour. 

Three-dimensional wave tank model tests were required to check the stability of the new breakwater 
extension, to compare overtopping with that at the existing Albert Quay, and to optimise the structure of 
the rubble mound breakwater and the wave wall with regard to stability, overtopping and economy of the 
design.

2. Location and Description of the structure 

The main armour on the breakwater extension is rock to tone in with that on the existing Albert Quay 
Breakwater. The breakwater extension has been angled off to the North-West to limit the effects of 
waves reflected towards facilities in the southern part of the harbour. The reflection coefficients of the 
extension, under oblique wave attack from the main harbour entrance, are uncertain. The 3D physical 
model of the area local to the extension was thus an appropriate tool to make direct wave measurements 
in front of the structures and within the harbour in order to provide data from which a numerical wave 
penetration model could determine these coefficients. 



Figure 1. Top view of the physical model including the development at Smith Embankment 

3. Description and results of the 3D model tests 

The agreed approach consisted in performing initial wave tests on the existing harbour structures 
(without the extension), and then secondly with the extension to the Albert Quay Breakwater (Fig 1).  
This strategy allowed an assessment to be made on the influence of the extension to wave agitation 
inside the harbour. The typical set of wave tests consisted of a series of wave conditions including storms 
up to once in 200 years. 

One of the objectives of these 3D wave tank tests was to measure the impact of the breakwater 
extension on wave disturbance, and particularly on operational wave conditions, with storms having a 
one in 10-year return period. The results showed that the impact of the extended breakwater was very 
limited in terms of wave agitation. The maximum increase was observed at only one point, located in the 
rear side of a future dredged area, and is less than 10%. 

Figure 2. Wave Attack on the Existing Albert Quay Figure 3. Wave attack on the Smith Embankment 
extension

Another objective of the tests was to check the stability of the new breakwater extension and to 
compare overtopping with that at the existing Albert Quay. 

Albert Quay  

Smith 
Embankment 
Development
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Therefore, this 3D physical modelling was important to assess how the stability of the rock armour 
layer was increased under the oblique wave attack. Indeed, due to the complexity of the wave attack 
inside the harbour (i.e. wave obliquity, reflection from the existing structures, diffraction around the 
harbour main entrance, etc), such result was difficult to anticipate.  

For the same level of damages observed on both structures, the existing Albert Quay is armoured 
with 20 - 25 t rocks, with a slope from 2.3H:1V to 5H:1V. The Smith Embankment extension is 
armoured with 10 - 16 t rocks, with a slope from 2.3H:1V on the elbow (to the junction with the existing 
part and, because the wave attack was stronger around this elbow) to 1.3H:1V on the second part of the 
trunk section. 

It was also found in the model that the stability of the rock toe berm was enhanced under oblique 
waves. The first version of the design included a 1 - 3 t rock toe berm levelled to -7.2 m CD. Finally, the 
stability of the 1 - 3 t rock toe berm levelled to -6.2 m CD was confirmed, even for the 200-year wave 
conditions. All these results allowed the design to be optimised significantly. 

Regarding wave overtopping, the Smith Embankment extension wave wall was regularly 
overtopped. Moreover, the water that overtopped the wave wall on the Albert Quay breakwater side of 
the elbow ran along the Smith Embankment deck, which increased the total volume of overtopping 
reaching the rear side of the extension (Fig 4). 

Consequently, the wave wall height was increased, particularly at the junction. The overtopping 
discharge was larger close to the beginning of the extension than at its end, because of the loss of energy 
induced by the waves running along this extension. 

Figure 4. Snapshot of an overtopping event on the extended breakwater (during a one in 10-year wave test) 

Conclusions 

With the final design, the new structures are found to be stable and the extended breakwater has a 
minimal impact on the wave agitation.  It was also shown that vessels could safely stay at berth along the 
inner side of the extension with their equipment including under storms of a severity up to a 1 in 10 year 
return period. 

The results of the wave measurements showed that the impact of the extended breakwater on its 
immediate area is very limited with a mean increase of wave disturbance of about 2-3% and a maximum 
of 8%. Although these are small in the context of the relatively high waves at the extension, the reflected 
waves propagate into more sheltered areas, such as the marina and berths in the southern part of the Bay 
Harbour. Even a small increase from reflected waves could result in downtime into these areas. 
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Numerical modelling which was performed by HR Wallingford was calibrated against the 
measurements in the physical model.  The calibration was achieved through adjustments to the reflection 
and transmission coefficients of the breakwater extension. The best fit values of these coefficients have 
been derived and taken on to further studies. 

The various properties of the extension under oblique wave attack have been compared with 
theoretical estimates of the properties under normal wave attack.
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Abstract 

Two dimensional physical experiments were conducted in the Hydraulics Laboratory of the 
Faculty of Engineering of Porto in order to investigate the wave-induced velocity and 
turbulence field around a submerged breakwater model. The tests were performed with 
incident irregular waves, with a significant wave height equal to 0.065 m and a peak period 
equal to 1.5 s. The submerged breakwater model was built with a geometric scale equal to 1/40 
and its cross-section is represented in Figure 1.  
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Figure 1. Cross-section of the model and location of the measuring points. 

The tests were conducted with two water depths, leading to a 0 and a -5 cm freeboard (F). 
Horizontal and vertical velocity components were measured using a Laser Doppler Anemometry optical 
system. These measurements were taken in different locations successively nearer the breakwater and in 
the seaward and landward slopes, as indicated in Figure 1. Wave probes, placed in the section where the 
horizontal/vertical velocity component was measured, recorded simultaneously the instantaneous water 
surface elevation. 

Pressure and velocity acting on the surface of the model were also recorded simultaneously for 
points located at the seaward and leeward slope. 

The velocity, water surface elevation and pressure spectra were calculated and analysed for each 
one of the measurements. Figure 2 represents some of the results obtained for the F=-5cm case. The 
figure respects to velocity spectra obtained for points located in the seaward and in the leeward slopes.  

Considerable differences in the shape and magnitude of the spectra, according to the location of the 
measured point were noticed. An attenuation of the velocity spectra for the points located in the leeward 
slope is clearly seen, though the energy associated to the peak frequency observed in the upper part of 
the leeward slope is still very significant.  
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Figure 2. Velocity spectra at the surface of the submerged breakwater model, F=-5cm,  
a) seaward slope, b) leeward slope. 

Figure 3 illustrates the role of these structures in the reduction of the significant wave heights. 
Spectral changes in the water surface elevation spectra, besides the decrease in magnitude, were 
observed. The broadening of the spectrum and the formation of a second peak frequency in the points 
located in the leeward of the model (as referred in previous studies) were observed. None of these 
changes occurred in the pressure spectra, though this variable is directly dependent of the water surface 
elevation value.  
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Figure 3. Water surface elevation and pressure spectra for different locations of the submerged breakwater, F=-5cm, 
a) seaward slope, b) leeward slope. 

An analysis of the effect of the submergence of the breakwater model was also performed, through 
the comparison between the results obtained for the two different water depths. After a comparison 
between the results predicted by other authors, who performed similar experiments, a detailed 
investigation of the velocity and turbulence field around these structures was done, in order to understand 
the hydrodynamics and characteristics of the flow around these structures.   

42



Coastlab08, Book of Abstracts 
©2008, Nuova Editoriale Bios, Italy 

A LABORATORY AND NUMERICAL STUDY OF A WAVE SCREEN 
BREAKWATER 

D. STAGONAS.(1) , G. MÜLLER (2), Th. KARMBAS (3), D. WARBRICK, T.ZARKADAS, G. VALAIS  

(1)Phd student, Dep. of Civil Eng. University of Southampton, Highfield Campus, Southampton, SO17 1BJ, 
UK,.ds204@soton.ac.uk 

(2) Senior Lectured, Dep. of Civil Eng. Uni. of Southampton, Highfield Campus, Southampton, SO17 1BJ, UK, 
g.muller@soton.ac.uk 

(3) A. professor, , Department of Marine Sciences, University of the Aegean ,Mytilini, 81100, Greece, 
Karambas@marine.aegean.gr 

Abstract 

A wave screen like breakwater located in the entrance of a small recreational/fishery harbour was 
reaching the end of it’s life. The structure was reported to sufficiently reduce the incoming wave height 
and allow navigability for almost 100 years. Laboratory experiments were conducted to explore the 
hydraulic performance of a section of the structure, and two different numerical models were employed 
to investigate both the linear and non-linear effects of local bathymetry. Results indicate that the 
performance of the structure strongly depends upon the adjacent topographical features and that scale 
effects are very important for the laboratory investigation of this type of structures. Finally results from 
the use of a so-called micro-model provide fertile ground for a discussion concerning drug coefficient 
losses in the lab due to small Reynolds numbers. 

1.  Introduction 

Vertical permeable walls, or ‘wave screens’ could provide a soft engineering solution to reduce the wave 
energy entering a sheltered area while maintaining a large degree of the littoral drift, and onshore-
offshore sediment movement. Such structures potentially have several advantages over conventional 
breakwaters; smaller footprint, smaller loading forces, cost effective. A number of researchers have 
investigated non-perforated pile breakwaters in the past (Mani and Pranesh; 1986, Rao et al, 1998) but to 
the authors knowledge, a study involving the performance of an already existed breakwater has rarely 
been reported. 

Consequently the present work involves the study of a timber, wave screen like, existed breakwater 
with an element ratio (W) of 0.2; the hydraulic performance of the structure is explored through the use 
of two different numerical models and laboratory experiments. 

2.  Methods 

Physical modeling 
Initially a 1/40 scale section of the structure was installed into a 12meters long wave flume, to assess the 
effects of incident wave angle and conditions. Three different angles of approach were tested, 45°, 60°,  
75° (90° was normal to the wave propagation) for wave steepness ranging between 0.01 and 0.06, and 
periods between 0.8-1sec. 

In an attempt to minimize the pronounced side wall effects of the wave flume a 1/80 scale section of 
the structure was introduced in a small wave basin, 1.8m long and 0.8m wide. The same incident angles 
were adopted, for wave steepness ranging between 0.04-0.14, and periods of 0.04-0.06sec; no breaking 
waves were generated. 



Numerical modeling 
Two different numerical models were selected to investigate the effects of local topography to wave 
refraction, shoaling and breaking. The spectral wave model of MIKE 21 package (DHI) was chosen 
along with a highly non-linear numerical to better describe wave transformations in shallow waters 
(Karambas and Koutitas 2003). Three different scenarios were investigated (existed wave screen 
structure, solid breakwater, no breakwater) for wave heights between 1.7-3.2m and periods ranging from 
5 to 8sec. 

Figure 1: Transmission coefficient against wave 
steepness

Figure 2: Horizontal particle velocities inside the small 
wave tank; breakwater model installed at 15degrees 

3.  Results 

Physical model 
Wave tank results are presented first (Fig. 1); the transmission coefficient is plotted against the wave 
steepness for a series of two experimental set-ups A and B. Micro-model results are cited here as well 
but only in the form of a 2D visualization of surface particle velocities (Fig.2). 

Numerical models 
For briefness sake, only a single result from MIKE21 model is included here. Wave height reduction due 
to topography effects and interactions with structure follows (Fig. 3) 

Figure 3: Simulation result for initial wave height 2.7meters 
and the wave screen structure
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4.  Discussion and Conclusions 

1/40 scale testing indicates an average transmission coefficient between 70%-90%. Smaller 
scale (1/80) results indicate a larger range in the transmission coefficient and a large dependence 
on water depth and incident wave angle. Both results do not directly coincide with the Harbor’s 
master testimony, but they are in relatively good agreement with already published data (Rao et 
al, 1998). 
Both numerical models revealed the significant effect of local topography to the overall wave 
height deduction. They also resulted to a wave height reduction due to the structure of almost 
50% but for already broken waves. However the non-linear model was able to more accurately 
describe nearshore wave transformations. 
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Abstract  

The probabilistic procedure to simulate armour layer evolution under wave attack is presented. Such a 
procedure can be used to design the armour layer of rubble-mound breakwaters and to help in scheduling 
repair and / or maintenance works in these structures. This paper focuses on one of the key issues in this 
simulation: the selection of the most adequate distributions for the wave heights and periods to be used in 
the armour damage evolution formulations. An example of the application of such procedures to the 
breakwater that protects the fishing harbour of Sines (Portugal) is presented and discussed. 

1. Introduction 

The design of the armour layer of rubble-mound breakwaters, as well as the decision-making 
process on the schedule of the repair and / or maintenance works in the same armour layer, can now be 
based upon a probabilistic approach. 

In fact, using the formula proposed by Melby and Kobayashi (1999) for the armour layer damage 
evolution,  
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where, )(tS  is the damage at time t  contained in the interval 1, nn tt , during which it can be assumed 
that wave conditions are constant (i.e. significant wave height, sH , and average zero up-crossing period, 

mT , do not change) and )(/ 50nss DHN  is the stability number,  being the submerged density of 
the armour layer material and 50nD  the median nominal diameter of the same material, it is possible to 
simulate the armour layer response to any sequence of sea-waves incident on it. If one uses a large 
number of samples made of sequences of waves with a given duration, one may estimate the probability 
of the damage at the end of that period reaching a pre-set level. 

For the design of the armour layer, the simulation period should be the desired structure life-span 
and the structure initial status should be the one expected after its construction, whereas for scheduling of 
repair and / or maintenance works on the structure, the structure's initial status should be the one 
measured in the last survey of the armour layer envelope and the simulation period should go from that 
instant up to the next expected survey. 

From the above, it is clear that one of the key points in the use of Melby and Kobayashi formula is 
the correct simulation of the sea-state parameters' sequences. This paper illustrates the use of that 
formula in the simulation of the damage evolution of the armour layer of Sines fishing harbour, Figure 1. 
This breakwater was chosen instead of the Sines west breakwater because the Melby and Kobayashi 
formula was developed for armour layers made of rock and not of artificial elements. For these, new 
coefficients, or a new formula, still have to be defined.  



        
Figure 1. The breakwater of Sines fishing harbour 

The port of Sines is located on the west coast of Portugal some 100 km to the south of Lisbon. The 
armour layer of the fishing harbour breakwater is made of rocks whose average weight is 45kN and 
which were randomly placed in two layers in a slope of 1:2 (V:H). Considering a density of 29 kN/m3

the rocks’ 50nD  is 1.16 m. The water depth at the structure’s toe is enough to avoid waves to break before 
hitting the structure. 

2. Damage evolution simulations 

The first problem to be addressed in the damage evolution simulations is the unrealistic continuous 
damage increase predicted by equation [1] for very low energy sea-states that may last for long periods. 
Sousa (2007) solved that problem by using the critical stability number concept presented in Smith et al. 
(1999). Then equation [1] becomes 
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So, when the stability number, sN , falls below the critical value, cN , there is no damage increase. 
This critical stability number depends on the armour layer porosity and slope as well as on the wave 
slope at the structure location. It is not difficult to infer from the above equation that the damage increase 
at the end of any period is independent from the order by which the sea-states acted on the structure 
during that period. This somewhat simplifies the simulation procedure. 

By transferring the wave characteristics measured offshore with a directional waverider buoy 
deployed at the SINES 1D location (Figure 1) up to the breakwater location, Sousa (2007) determined 
the three-hourly time series of significant wave heights, sH , and of average zero up-crossing periods, 

mT . Probability distributions were fitted to these variables and so using those distributions and a 
sampling procedure, several sequences of significant wave heights and of average zero up-crossing 
periods were produced and the damage evolution curves for five of those sequences as well as the 
average of the results for the one hundred sequences generated are presented in Figure 2.  

This figure shows that the damage increment occurs at discrete events.  It is particularly remarkable 
that most of the damage is the result of outstanding events.  It can be also seen in that figure, specially in 
the average curve, that there is a trend for the damage to slow down as the armour layer becomes 
damaged. This can be interpreted as approaching an equilibrium state that, however, is never attained.  
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Figure 2. Damage evolution in five 100-year simulations and average of the 100 simulations 
performed with an armour layer made of 45 kN rock elements. 

3. Distribution fitting 

The above referred probability distributions that were fitted to sH  and mT  assumed absence of any 
correlation between wave periods and the wave heights, something that is not always true. Actually, 
there usually exists some degree of dependency between wave heights and wave periods - the greater the 
wave height the greater the wave period (positive correlation). Therefore, the use of bivariate probability 
distributions based on the adopted univariate (marginal) distributions of both variables will be 
investigated in order to enable a better description of the correlation that usually exists between sH  and 

mT .

4. Results   

In the final paper results from the investigation on the use of other threshold definitions for that sea-
wave energy in the damage evolution for shorter time periods, which are better suited to the diagnosis 
procedure, will be presented. More realistic simulations of sea state characteristics produced for a large 
number of intervals between inspections (whose length ranges from one up to five years) are being 
obtained by trying out and fitting selected univariate and/or bivariate probability distributions of wave 
heights and periods.  
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Abstract  
Nowadays rubble mounds have become a key issue in designing inshore structures due to their economic 
superiority over other types of maritime structures and ease of construction. However, the rubble 
mound’s core stability characteristic in reality is controlled by a variety of uncertainties [1] and may 
become a source of concern in design and analyses. In other words, as the core material's geotechnical
parameters in rubble mound breakwaters do affect the armours stability, it is commonly necessary to 
study a scaled model of a proposed structure [2]. The scaled models in hydraulic engineering, in turn, 
must be based on similarity principles and usually leads to concerns over scale effects when related 
hydraulic model observations are to be interpreted [3]. This paper describes findings of an analytical 
evaluation of unsteady transitional flow regimes through coarse porous media in an attempt to develop a 
modelling law based on similarities between hydraulic behaviours of model and prototype. A non-linear 
analysis approach based on the so-called modified Forsch-Hiemer equation has been employed in 
developing necessary equations needed for the scale effects assessments. 

Based on the Hudson equation [4] for rubble mound stability analyses, the severity of damage to the 
armour layer in a scaled model is assumed to be the same in model and prototype for a given set of wave 
characteristics. Such characteristics are commonly introduced to the model by means of either Reynolds 
number or Froude number. However, It has been postulated that [3], due to transitional flow regime 
dominating through porous core materials, viscous forces may be relatively greater and cause 
dissimilarities between laboratory observations and prototype performance. Therefore, the so-called scale 
effect should be given thorough importance when interpreting laboratory findings. 

Some investigators [5 & 2] have introduced a critical Reynolds number to describe such conditions 
and have stated that due to relatively low permeability of the core materials, a sort of down rush flow 
from the inside of the structure with a Reynolds number lower than critical one may occur. That means 
that a relatively different wave transmission and reflection coefficient may be involved in the model, in 
comparison with those occurring at prototype [6 & 7]. 

On the other hand at very large Reynolds numbers exceeding 30’000, simulation principals in 
scaled model studies should be based on the Froude number criterion due to the fact that gravitational 
forces are dominant in the media [7]. But it was later argued that the so called critical Reynolds number 
might exceed 40’000 [8]. 

In this investigation a distribution factor – K’; based on the assumption proposed by Le’Mehaut 
(1965) and Keulgan (1973) [2] – has been employed to determine the grain diameter of model material in 
relation with that values given for the prototype. Then, flow characteristics could be simulated by means 
of Reynolds number and a scaling law was consequently developed. Findings indicate that besides grain 
diameter, other characteristics of porous media such as porosity, tortuosity and the pore shape factor do 
not affect the developed scaling law, in Reynolds numbers greater than 10. However at smaller Reynolds 
numbers, they have to be scaled with the mathematical relations proposed in this investigation. 



The extent of validity of the developed scaling law has been examined using available data 
published by previous researchers [10, 11, 16 and 15] in the field of rubble mound structures and /or 
porous media.

Keywords: Scale effect, unsteady non-linear flow, Rubble mound breakwaters 
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Abstract   

Most rubble mound breakwaters have an armour of concrete blocks. The Antifer cube is generally used 
as a two layer of units and can be considered as randomly placed, however a pattern for the placement is 
followed. The first layer of units lays directly over the underlayer on a regular grid with the cube faces 
parallel to the slope. The second layer goes on top, either in an even (parallel to the first layer) or in an 
irregular jagged way. In both modes of placement the packing density can be made to vary.  

First, 3D physical model tests were performed to investigate the influence of wave direction, mode 
of placement and packing density on stability of Antifer cubes. The head and a trunk segment of a 
breakwater were built in the model at a linear scale 1:50. Two wave directions were tested: orthogonal 
and to an angle of 50º. In total, 107 tests were completed.  

Test results are discussed for the trunk and the head of the structure and compared with those 
obtained using empirical stability formulae. In the trunk of the breakwater and for waves orthogonal to 
the structure, the mode of placement has a larger influence than the packing density. However, for waves 
to an angle the packing density seems to play a more important role on stability than the mode of 
placement. On the head of the structure, the packing density appears to be the most important factor 
controlling stability independently of the wave direction and the mode of placement. Finally, the 
conclusions of the study and suggestions for further testing are presented.  

1. Introduction  

In very exposed areas, cubes of the Antifer type are being used to replace the more slender units in 
design and when maintenance is required. The Antifer is made of unreinforced concrete and shows great 
structural integrity. The mode of placement and packing density are key issues on hydraulic stability and 
armour units show different behaviour in the head and the trunk of the structure. Most of the stability 
tests are conducted in wave flumes which imply wave directions orthogonal to the structure. Fewer 
results are available for waves at an angle, since more expensive 3D model tests must be completed. 
Burcharth (1993) using Dolos and rock armour layers tested the head of a breakwater for waves at an 
angle between 45º and 135º, to conclude that the area which suffered more damage was located in a 
sector defined by angles between 90º and 150º, see Figure 1. This shows clearly the need for a better 
understanding of the stability of blocks used as armour in breakwaters in particular the Antifer cube in 
places that could be "thought as sheltered" in the head.  

2. Model tests and model setup 

Physical model tests were performed in a 3D basin to study the stability of Antifer cubes. Two modes of 
placement (even and jagged), two packing densities and two wave angles were considered (0º and 50º).  



Figure 1. Illustration of critical areas for damage in the head 
(Burchard 1993).  

A JONSWAP spectrum was taken with peak periods of Tp=1.2, 1.7 and 2.2s. Wave heights were in 
the range between 0,06m and 0,14m and tests were conducted with increasing wave height without 
model reconstruction. Figure 2 shows a plan of the experimental setting in a tank with an area of (14m 
20m). On the same picture, the two modes of placement: even and jagged are also presented. Two 
packing densities were considered for the even mode of placement. Four probes to measure the water 
level were installed: one close to the wave maker and three others in the vicinity of the structure.  

Figure 2. a) Trunk cross section b) Head cross section c) 
Physical model setting and Jagged and even mode of 
placement for block units.  

Figure 3 shows the percentage of block units falling as a function of the stability number for the 
head and an orthogonal wave attack, where: Hs = significant wave height,  = relative mass density, Dn = 
nominal diameter. Model tests show a greater stability for the even mode of placement and higher 
packing density with little influence of the wave period. 
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Figure 3. Percentage of antifer block units falling in the head as a function of the 
stability number. Set of tests for angles of 0º and 50º. 

The full set of results for the trunk will be presented in the final paper, but some general conclusions 
can be drawn. Stability decreases when waves are at an angle. In the head stability is controlled mainly 
by the packing density. In the trunk, stability is controlled by the mode of placement for orthogonal wave 
attack and by the packing density for waves at an angle of 50º.  

3.  Damage and stability 

It is clear from the tests performed that the damage increases for waves at an angle when compared with 
a frontal attack. This is mainly due to the displacement of the breaker zone to a different location. The 
problem is that most of the conceptual design for rubble mound breakwaters is made using semi-
empirical equations deduced for waves in flumes, which means frontal attack to the structure. Figure 4 
shows the comparison between the zones damaged in the head during the physical model tests and the 
results previously published by Burcharth (1993). Attack angles are of 0º and 50º, which correspond to 
angles 1 of 90º and 140º as measured by Burcharth.  

Figure 4. Damaged area in the head. Set of tests for angles of 
0º and 50º. Comparison with Burcharth (1993) results.  
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When compared with Burcharth (1993) tests, for a frontal attack ( 1 =90º) the damaged area in the head 
nearly overlaps. However, for an angle ( 1 =140º) the tests show damage in a narrower sector in the 
leeside of the head. 
Figure 5 shows an example of stability in the trunk when compared with results of Van der Meer (1999)  

Figure 5. Model tests and results from Van der Meer (1999) for 
the trunk, frontal attack, even mode of placement and two 
packing densities.

4.  Conclusions 
In the conceptual design of rubble mound breakwaters using Antifer cubes in the armour layer and 
according to the model tests performed two main conclusions may be drawn: a) If moderate overtopping 
may be permitted and the highest waves attack the structure head-on the regular mode of placement shall 
be used in the trunk of the structure; b) If the highest waves may attack the structure from various angles 
an higher packing density shall be used and the mode of placement (either regular or jagged) decided 
based upon the overtopping permitted.  
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Abstract
Stability of Geotextile Sand Containers has been studied through 2D laboratory tests, with attention 

to scale effects regarding textile features. The tests performed provide results on the influence of size of 
containers and textile in breakwaters made of geotextile sand containers under wave attacks. 

1. Introduction, objective and methodology 

Stability of geotextile sand containers (GSCs) depends on several factors, more than classic rubble 
mound structures. In fact, the bags can be made with various shapes, different textiles, and they vary 
their shape during wave attacks (Recio & Oumeraci, 2007). Moreover, for GSCs long period field 
experiences are not available (Lawson, 2006). As a consequence, in order to investigate the stability of 
this kind of structures a large amount of experiments are needed. 

The objective of the set of experiments presented in this work is therefore to investigate the stability 
of submerged breakwaters made with GSCs compared with rubble mound ones, and to understand 
scaling effects related to the textile. 

In a near full scale, the weakest textile on the market can be used, but with small scale (1/20÷ 1/30) 
scaling effects could be relevant. 

2. Laboratory tests on Geotextile Sand Containers 

The laboratory tests have been performed in the wave-current flume of the Civil and Environmental 
Engineering Department of the University of Florence, which is 50 m long, 0.8 m wide and 0.8 m deep. 
The upper limit of the generated wave heights is approximately 0.20 m at 1 Hz frequency. Peak periods 
up to 2 s can be reproduced in the flume. 

Two different fabrics (Tab. 1) are used in each test, with half channel (40 cm wide) with bags made 
of fabric 1 and the other of fabric 2. Three different breakwaters have been built: barrier A made of bags 
380g weigh, barrier B made of  bags 250g weigh, and barrier C made of rocks with D50=225 mm. 

Each barrier is tested with 9 wave attacks combining 3 significant wave heights (Hs,0 = 
6.0/11.0/16.0 cm) and 3 wave steepnesses (Hs,0/L0 = 0.02/0.04/0.06). 

The tests are lasting 2 hours. After each test the structure is reshaped at its initial geometry. 
Measurements during the tests include: (i) water levels at different locations along the wave flume by 
using 10 common wave gauges, (ii) displacement of bags over time recorded every 60 s by a camera and 
(iii) initial and final shape of the structure using three cameras and a profiler. 



a) Barrier A made of  380g bags 
b) Barrier B made of  250g bags 

c) Barrier C of rocks with D50=225g d) Without barrier 

Figure 1. The four tested configurations in the wave flume. 

Table 1. Technical values of the two used textile: MD= machine direction CMD= 
cross machine direction . 

Mass per 
unit area 

[g/m2]

Max tensile 
strength (MD) 

[KN/m] 

Max tensile 
strength (CMD)

[KN/m] 

Elongation at max 
tensile strength  (MD) 

[%]

Elongation at max 
tensile strength  

(CMD)  [%] 
Type  1 30 0.8 0.3 35 40 
Type  2 150 6.0 10.0 60 40 

3. Data analysis and preliminary results 

The test plan has been successfully set up in order to investigate: (i) influence of wave height and 
period on GSCs stability, (ii) differences between traditional rubble mound structures and GSCs in terms 
of wave transmission and set-up, (iii) importance of scaling effect of textile on the stability (Fig. 2). 
Preliminary analysis of collected data indicates that the performed tests are consistent, reproducing stable 
structures under the lower wave attacks, and instable ones under the higher wave attacks. 

In figure 3.a), as an example, the amount of displaced bags during the 2 hr of test are depicted, with 
highest wave attack Hs =16cm and TP =2.2s at the generation depth (50 cm). In figure 3.b) wave 
transmission over the barrier for the same wave attack is plotted over time. 

Sand bag stability is strongly related with their weight (Figure 3a). Therefore, after instability has 
taken place, the transmission coefficient becomes sensibly lower in the test with the heavier than with the 
lighter sand bags (around 10%),while at the beginning of the test they almost assume the same value 
(0.5).  Despite the amount of unstable bags (60%) the protection level of the barrier is not totally 
compromised (Figure 3b).  

The instability process is divided in three phases (Figure 3a): the percentage of displaced bags 
firstly increases more than linearly (t=0-20 minutes), in a second phase almost linearly (t=20-80 minutes) 
and finally remains constant (t>80 minutes).  
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a) Barrier A after wave attack Hs=6 Tp=0.8s b) Barrier A after wave attack Hs=16 Tp=2.2s 

c) Barrier B after wave attack Hs=6 Tp=0.8s d) Barrier B after wave attack Hs=16 Tp=2.2s 

Figure 2. Comparison of final shape of the two barriers with the 
highest and the lowest wave attack after 2 hr of test. Hs and TP

are measured at the generation depth (50 cm). 

Figure 3. On the left, a) ratio between the percentage of bags 
displaced during the test and the highest wave attack. On the 
right, b) the related transmission coefficients. 

4. Concluding remarks 

The tests performed provide a consistent data set in order to investigate the influence of different 
breakwaters made of geotextile sand containers under wave attacks. 
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1.  Introduction 

Contamination of coastal areas due to industrial activities represents an ongoing threat for the 
environment. This is very frequent in the case of the industrialized regions of the world; in fact, 
contaminated spots have been often identified at several locations along industrialized coastlines.  

The paper presents aspects related to the design and verification of a contaminated material capping 
project along a shoreline. The coastline of interest is called Torre Quetta and is located just south of the 
urbanized area of Bari, along the Adriatic coast of Italy.  

This unique project has been started in order to obtain a recreational area where a contaminated area 
exists. The end of construction of the new beach is scheduled by the end of spring 2008. The coastal area 
has been contaminated by the land disposal of asbestos from the residuals of a factory producing 
concrete pipelines for aqueducts. The factory stopped its activity at the end of seventies. After that time, 
the consciousness about the presence of pollution at Torre Quetta went lost. In fact, the contaminated 
area was rehabilitated with a nourishment project and officially opened to the recreational use of public 
in 2000 (Fig. 1). After an initial use by the inhabitants, the detection of the contaminated material was 
clear and the area was immediately closed to the public. 

The present public administration intends to re-open the beach area to the public by the summer 
2008.   

Figure 1. Photograph of the coastal area Torre Quetta (2000) 

2.  Design and verification  

During the sixties, Torre Quetta was the scene of industrial activities which generated contamination 
along the coastline. When the pollution was detected, the area was classified as a site of potential risk to 



human health and to the environment. In fact, asbestos waste generating pulmonary cancer was found 
both in the terrestrial and in the near-shore sea environment.  

Following an extensive research program and several design alternatives, the Office for the 
Environment of the town of Bari has selected the in-situ material capping method together with a beach 
nourishment intervention in order to remediate the asbestos and to preserve the recreational use of the 
area. 

The capping structure has a longitudinal extension of 2.5 km. The coastline will be seaward 
advanced for about 30 m. The capping structure will have cross-shore a submerged extension from 10 to 
20 m depending on the local bathymetry. The design includes a series of detached submerged 
breakwaters to make stable the new beach material. 

Preliminary extensive field investigation program and research and design process have been 
carried out with the purpose of identifying the particularities of the hydrodynamic field and sediment 
transport for various combinations of incident waves and water levels.  

The design process has considered the wave induced circulation and morpho-dynamic studies 
conducted by means of numerical models for different scenarios. In fact, the main goals to be reached 
have been to ensure water quality characteristics for bathing of human beings and to obtain an acceptable 
lifetime of the future beach. 

The project has been carried for the following aspects: (1) the contaminated materials are located in 
shallow water - 0 to 3.0 m water depth - along the shoreline, both inside and outside of the surfzone; (2) 
the project area is subjected to the combined action of waves and currents; (3) given the future use of the 
area, the capping structure and the beach material must allow the recreational and bathing use to the town 
inhabitants; (4) the structure of the multi-layer cap has to perfectly seal and prevent the migration of 
dangerous materials.  

The design process has included various armouring options for the upper layer of the composite 
capping structure, depending on the dominant hydrodynamic forces. The final design includes: (1) a 
reinforced geo textile installed directly on the contaminated material at the bottom; (2) about 30 cm layer 
of sand and gravel; (3) a protective rubble mound submerged toe at a water depth of about 2 m; (4) a 
series of protective submerged detached rubble mound breakwaters to reduce the wave action and to 
avoid large loss of the new beach material.  

3. CONCLUSIONS  

The paper intends to describe the details of the problem encountered and the solutions that have been 
proposed through the time. In particular, the results from different adopted design scenarios will be 
discussed. Reference to the studies with numerical models will be given.  

The paper aims to represent a source of experience for designers and researchers who will face 
similar problems in the future. 

Keywords 
Contaminated material, Beach nourishment, Capping structure, Detached submerged breakwaters 
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Abstract 

In this paper a non-invasive measurement system for determining sandy bottom evolution forced by 
wave flows is presented. To overcome some limits of previous contactless techniques, a laser sheet is 
produced directly within the flow by bringing the laser beam under the undisturbed water level. This new 
strategy has been here applied in order to obtain a contactless and dynamic measure of the evolution of a 
sand pit induced by waves. The results of the preliminary tests carried out in the wave flume of the 
Hydraulic Laboratory of Catania (Italy) are also presented. 

1. Introduction 

The analysis of a sandy bottom evolution in a wave dominated flow has been usually conducted by 
focusing the attention on the equilibrium profile or, due to the difficulties in performing non-invasive 
measurements, gathering data only at discrete time steps. Indeed, bottom data have been previously 
gathered by using mechanical profilers or traditional hydrometers, which are able to provide only a 
coarse and discrete resolution in time and space. 

Some previous works tried to face such a problem by using structured light coupled with an 
acquisition system (Faraci et al 2000, Faraci & Foti 2001). In the mentioned works a laser sheet was 
generated outside a wave tank and projected onto the bottom through a glass window. Though useful 
results were obtained, the proposed technique seemed to introduce some unwanted refraction problems. 
To overcome such limits the present work shows the results concerning a sandy bottom evolution 
obtained by generating the laser sheet directly within the flow, i.e. by bringing the laser beam under the 
undisturbed water level. 

The present contribution shows the preliminary results of an experimental campaign on the 
morphodynamics of a trench. 

2. Measurement technique 

The problem of the investigation of the evolution of a sandy bottom is here solved by using a computer 
vision system and a suitable lighting source. Such an approach appears to be particularly appropriate 
when contactless measurements are required as in the case being. Arbitrary selection of a light source 
often gives rise to unsuitable results due to poor contrast, undesired shadows or unpredictable reflections. 
Among other source, here ‘structured light’ has been chosen. Indeed, a flat sheet of laser light projected 
onto an object produces a reflected light that follows the contour of the object itself and that can be 
suitably used for various measurements. 

Such a procedure is here applied in order to obtain a contactless and dynamic measure of the 



evolution of a sand pit as induced by waves. The experiments were carried out in a flume with a 
cohesionless horizontal bottom in which a pit is obtained by using an appropriate mould. 

The light sheet optically slices the pit creating a cross-sectional image that can be recorded through 
a video camera and then analyzed to obtain the desired dimensions. In order to do that, suitable image 
processing procedures must be performed. In particular the correspondence between the “image units” 
and the object dimensions must be preliminary stated. This calibration process was carried out by means 
of a tool created on purposely. Figure 1 shows an example of the “structured light“ projected over a sand 
pit section. From the image, it can be noticed that small bed perturbation are generated by wave motion, 
and though quite small, O(1÷5 cm), are accurately recovered by the measuring system. 

Figure 1. The laser sheet projected over trasversal section of a pit. 

To solve the unwanted refraction problems a new approach has been adopted in order to match two 
needs, i.e.: (i) to leave the laser source outside the flume and (ii) to bring the beam under the undisturbed 
water level. Precisely a new waterproof pipe equipped with a cylindrical lens at one end was developed. 
To put the camera under water level a waterproof box was used. Figure 2 shows the experimental setup 
and Figure 3 shows some details of the waterproof pipe system.  

Figure 2. Setup of the experimental apparatus. 

(a) (b) (c)
Figure 3. (a) Components of the pipe system; (b) Particular of the pipe system; (c) 
Waterproof box for the camera 
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In order to convert the acquired data from image units to spatial units a calibration procedure is 
required. Figure 4 shows the adopted calibration tool which reproduces the shape of the initial bottom 
profile.

Figure 4. The adopted calibration tool. 

3. Experimental results 

All the experiments have been performed in the wave flume of the Hydraulics Laboratory of the 
University of Catania (Italy) which is 3.6 wide, 18 m long and 0.8 m deep, showed in Figure 5. The new 
setup, showed in Figure 2, gives a measuring section longer than 1 m, whereas such types of techniques 
have been usually applied to section much smaller, O(30 cm). The bottom of the tank is covered by a 
quartz sand with a diameter D50=0.25 mm.

Figure 5. The wave flume of the Hydraulic Laboratory of the University of 
Catania (Italy). 

Preliminary tests have been performed with different values of water depth and wave height in order 
to evaluate the accuracy of the proposed technique in different conditions of sediment transport. More in 
details, Table 1 shows the average water depth h, the wave height H, the wave period T and the duration 
d of each experiment.  

Figure 6 shows the bottom profile at different time steps obtained during test n. 3. Even though 
during such an experiment the bottom evolution was very fast the proposed technique allows to 
reproduce the profile with adequate accuracy. 
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Table 1. Control hydrodynamic parameters: average water depth h, wave height H, 
wave period T and duration d of each experiments. 

Exp. n° h H T d 
 [cm] [cm] [s] [min] 
     

1 25 5,73 1 150 
2 30 8,09 1 230 
3 28 12,96 1 185 
4 28 10,30 1 360 
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Figure 6. Bottom evolution as obtained by using the proposed 
measurements technique. 

4. Conclusion 

An innovative, non-invasive and accurate measurements technique aimed at evaluating the 
morphodynamics of a sandy bottom has been presented. 

The proposed technique is based on computer vision methodologies and allows to reproduce the 
bottom evolution within short time steps. 

To light up the bottom profile a laser sheet is created directly inside the water by bringing the laser 
beam beneath the undisturbed under water level through a waterproof pipe. This simple and economical 
solution allows to avoid unwanted refraction problems.  

Such a technique has been here applied to evaluate the wave induced morphodynamics of sand pit. 
The results obtained from the preliminary tests carried out in the wave flume of the University of 

Catania (Italy) have shown that the proposed technique allows to reproduce the bottom evolution with 
adequate accuracy, both in space and time. 
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Abstract

Experiments with movable sand bed were carried out recently in the Large Wave Channel (GWK) of the
Coastal Research Centre (FZK) to measure the suspended sediment concentrations (SSC) under non
breaking waves using multi frequency acoustic backscatter sensors (ABS), optical sensors (OBS) and
transverse suction system (TSS) as shown in Fig. 1. First experiments are performed by different
participants of the Joint Research Activity SANDS of the EC-supported Integrated Infrastructure
Initiative HYDRALAB-III, further experiments are performed within the BMBF supported project
ModPro. The proposed paper focuses on recording and estimation of vertical distribution of temporal-
spatial fluctuation of suspended sediment concentration using a multi frequency acoustic backscatter
sensors (ABS) and includes a comparison of vertical sediment distribution measured by ABS with
collecting profiles of time-averaged suspended sediment concentration using the transverse suction
system (TSS).

1. Introduction

Measuring of suspended sand concentration is continuously increasing in recent years. There is a strong
requirement to record and analyse the suspended sand transport as the major part of estimating the total
sediment load due to waves, which is important for several coastal engineering topics along the
coastlines. New measuring devices (e.g. acoustic backscatter sensors) are able to measure both vertical
distribution of sediment concentration and particle size in time and space where the traditional devices
(e.g. suction systems and carousel sampler) are based on time- or depth-averaged principle.

Figure 1. Sensors installed in the GWK for measuring the suspended sand concentration

ABS OBS Velocity sensors TSS



The objective of using acoustic backscatter sensors is to measure the vertical distribution of suspended
sediment concentration and size with sufficient spatial and temporal resolution to study the turbulence
and intra-waves processes, which, coupled with the bed form morphology observations, would provide
new measuring capabilities to advance the understanding of sediment entrainment and transport (Thorne
and Hanes, 2002).

In the work, described in this paper the main focus was on ABS data, recorded with an "Aquascat" -
sensor. This multi frequency acoustic backscatter sensor (ABS) uses three acoustic transducers operating
at 1.0, 2.0 and 4.0 MHz, which were mounted on the mounting bracket at 0.68 m above the sand bottom.
As the acoustic signals are omitted down towards to the bed, suspended particles backscatter a part of the
acoustic energy and the bed generally returns a strong echo.

The system operates in a monostatic mode, which means that both transmitting and receiving occur
on the same transducer. The three transducers were interleaved with the frequency of 128 Hz (Profile
rate) and the backscattered signals were averaged over 32 profiles (profiles per average), which provided
a temporal resolution of 0.25 s. The number of bins was 100 and the operating range 1.0 m, which
provided the spatial resolution of 0.01 m.

To calculate the particle size and concentration Kt-value (system constant) has to be known for each
frequency, which requires a system calibration. The calibration takes place in a calibration tank (Ø 0.4 m
by 2.1m), where water and sediment are re-circulated and the transducers are positioned in the centre of
the tank pointing downwards.

To compare the recorded values of suspended sediment concentrations by ABS a Transverse
Suction System (TSS) was also used to measure simultaneously the time-averaged concentration values.
The system consists of four suction tubes, which were mounted at different levels. Principle is based on
sucking samples through the intake nozzles in a direction normal to the ambient flow. Table 1 shows
instrumentation and sampling summary used in tests.

Table 1: Instrumentation and sampling summary for tests

Parameter Instrument Remark
Velocity Electro-magnetic (NSW) current meter Sampling rate range: 40 Hz

ABS: 1 MHz, 2.0 MHz, 4.0 MHz
Number of bins: 100

Spatial resolution: 0.01 m
Temporal-resolution: 0.25 sParticle size and concentration

TSS
Extraction of water and
sediment: 30 minutes.

The nozzle speed: 1.5 m/s.

Waves Wave gauges
Analog output, amplification
about 1.3 Volts/m. Sampling

rate range: 40 Hz

Results from one performed experiment (irregular waves from Jonswap-spectra; SWL = 3.5 m above sea
bottom, Hs = 1.2 m, Tp = 6.5 s) are shown exemplarily in Fig. 2, where the time histories for a time
section of 1500 seconds are plotted for the free surface elevation (h), the cross-shore horizontal velocity
(vx) at 20 cm above bottom and the suspended sediment concentrations at 10, 20, 45 and 60 cm above
sea bottom. Furthermore the time-averaged concentrations from the simultaneously used suction system
(TSS) at two levels above bottom are plotted for comparison. Fig. 3 shows exemplarily the temporal
changes of vertical profile of suspended sand concentration above sea bottom for a time period of 9 s.

References
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c) ABS: Recorded at 60 cm over the bottom

C
on

ce
nt

ra
tio

n
[g

/l]

300 400 500 600 700 800 900 1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000

-1.2
-0.8
-0.4

0
0.4
0.8
1.2

b) Velocity in the x-direction

C
on

ce
nt

ra
tio

n
[g

/l]

500 600 700 800 900 1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000

-0.8
-0.4

0
0.4
0.8

Time [s]

C
on

ce
nt

ra
tio

n
[g

/l]

500 600 700 800 900 1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000
0

0.4
0.8

1.2

1.6
f) ABS: Recorded at 10 cm over the bottom
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e) ABS: Recorded at 20 cm over the bottom
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a) Free surface elevation

d) ABS: Recorded at 45 cm over the bottom
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Figure 2. Time-series measurements of the following: (a) free surface elevations (h), (b)
cross-shore horizontal velocity (vx) at 20 cm above bottom and (c, d, e and f) suspended
sediment concentrations at 10, 20, 45 and 60 cm above the sand bed including time-

averaged concentrations recorded by TSS at 10 and 20 cm above bottom.
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Figure 2. Vertical distribution of suspended sand concentration above sea bottom averaged during 9 s
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Abstract 

The paper describes large scale laboratory tests on beach evolution due to erosive irregular wave climate. 
The tests are part of an investigation on scaling results from different laboratory scales from 1:1 to 1:6 in 
different wave facilities. 

1. Model set-up and test programme 

Scaling of results from physical models dealing with beach erosion still is a complicated procedure due 
to strong scale effects both from breaking wave impacts and from simulating the beach material. One of 
the goals of the Joint Research Activity project SANDS in the EC-supported Integrated Initiative 
HYDRALAB-III is to improve the scaling procedure by comparing test results performed in different 
scales. 

One of the test series is being performed in three European laboratories, in each with same 
boundary conditions but with different scales: based on tests in the Large Wave Channel GWK as 
prototype scale 1:1 at CIEM/UPC in scale 1:1.9 and at Deltares (former Delft Hydraulics) in scale 1:6. 
The waves in all laboratories were generated as identical time histories adapted to each scale. The 
proposed paper focuses on the tests performed in the GWK of the FZK. The longitudinal section of the 
installed sand bed and beach is shown in Fig.1 and Fig. 2 gives an image of the beach after the tests 

Fig. 1  Longitudinal section of installed sand bed and beach in the GWK for beach erosion tests 



Fig. 2  Photo of the beach after the erosion tests 

2. First results 

The tests with a uniform slope of 1:15 at the beginning were carried out with the wave parameters H1/3 
= 1.0 m and Tp = 5.6 s and a still water level SWL = 3.2 m above horizontal sand bed. Fig. 3 shows the 
beach profiles recorded in time intervals from starting with uniform slope until reaching a certain 
equilibrium beach profile after 23450 waves, which correspond to a total duration of 32,5 hours. 

In Fig. 4 some parameters for schematizing the beach profile during the evolution process are 
defined. The time depending evolution is shown exemplarily with some significant parameters of the bar 
in Fig. 5 and 6. In Fig. 5 the horizontal positions (distance of bar to juncture of SWL and original 
uniform slope) of the crest of the bar (delta l bar) and the foot section of the bar are plotted versus the 
duration of the wave attack. 

The vertical position of the crest of the bar is plotted in Fig. 6 versus the duration of the wave 
attack, both as crest level below the still water level SWL (delta z bar) and as crest height above the 
original uniform beach profile. More detailed analysis will be presented and discussed in the final paper. 
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Fig. 3  Beach profiles recorded during the erosion tests in the GWK of a total duration of 32,5 hours 

Fig.4  Definition of parameters for schematizing the beach profile 
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Fig. 5  Vertical positions of bar crest during the beach evolution 

Fig. 5  Horizontal positions of bar crest and bar foot section during the beach evolution 
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1. Introduction 

Present mobile bed tests are designed using scaling laws which are only valid for a "part" of the physical 
problem (Hughes, 1993) as it is virtually impossible to ensure that the relative magnitudes of all 
dominant processes are the same in the model and prototype. Consequently results obtained from a 
scaled physical model may not compare well with reality. Nevertheless, physical modelling remains a 
useful qualitative tool in understanding the dominant forces and response mechanisms of sediment. 
Moreover, there is still many important features in the sediment transport process which the state-of-art 
equipment are not able to observe, such as turbulent and intra-wave fluid-sediment interactions over the 
entire boundary layer. Most of the available observational equipment disturbs the water and sediment 
fluxes, has limited accuracy and limited efficiency. Because of this the actual uncertainties in hydraulic 
experiments lead to results which are poorly constrained and contain unquantified errors. Large-scale 
facilities are better suited (due to smaller scale effects and covering better the suspended transport 
regime) for morphodynamic tests although requiring further scientific and engineering advancement and 
experiencing limitations from an instrumentation standpoint. 

Within this context the paper will present the acquired data in the CIEM flume within the SANDS 
project. SANDS is a Joint Research Activity within the EC Framework 6 Integrated Infrastructure 
Initiative, HYDRALAB-III (http://www.hydralab.eu). Among the objectives of this project the next aims 
can be found: 

Improve the scaling and analysis procedures and achieve more "repeatable" and compatible 
movable bed tests (with known error bounds). 
Innovate data capture and analysis using advanced optical and acoustic non intrusive probes. 
Develop new protocols for the design and interpretation of the movable bed test results. 

To achieve these goals a set of experiments are being performed in the LARGE WAVE CHANNEL 
(GWK) of the Coastal Research Centre (FZK) in Hannover, in the Large Wave Flume CIEM of the Maritime 
Engineering Laboratory (UPC) in Barcelona and in the Scheldt flume of DELFT Hydraulics in Delft.  

This paper deals with the analysis of the data obtained within the SANDS experiments performed in 
the CIEM flume focused to improve the morphodynamic measuring system and to gain a better 
understanding in the mobile bed experiments repeatability and performing protocols. In these 
experiments several equipment (two PIV system, two optic equipment to recover the sediment transport 
within the swash zone plus high amount of conventional gear) is recovering information regarding the 
sediment transport under erosive (Hs 0.53 m and Tp of 4.14 s) and accretive wave conditions (Hs 0.32 m 
and Tp of 5.44 s) at scale of 1:1.9 regarding Hannover (used as prototype in the SANDS project). 

2. Mobile-bed tests 

Within the planned experiments two different profiles (Figure 1) are being done in the CIEM flume (100 
m length, 3 m wide and 5 m depth). The sand characteristics are controlled by measuring the sediment 



size (d50=250µ), fall velocity and density. The sediment transport is being measured by using a standard 
profiler while the advanced and under development equipment is being tested mainly in the swash zone 
and in the flat part of the profile. 

Figure 1. Slopes being tested in the CIEM flume 

The paper provides a wide description of the acquired bottom bed evolution data and the time 
evolution of the bar formation under the reproduced erosive wave conditions (Fig 2). A wide range of 
parameters: bar position, height, slopes of the bar, position of the trough, depth, final slope … are being 
analysed and their evolution in time should give us a piece of the physics controlling this sediment 
transport. The erosive wave conditions were run for 47 consecutive tests (500 waves per test with 
Jonswap spectrum) simulating a total amount of 33 hours at prototype. 

Figure 2. Bottom profile evolution under erosive wave conditions (1/15 slope) 
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The reproduced accretive conditions started from the final erosive profile (no reprofiling). 35 tests 
of accretive wave conditions (500 waves per test, Jonswap spectrum) representing 32 hours at prototype 
were done. In the measured profile (Figure 3) there is a clear shoreward sediment transport of the formed 
bar, but no movement of the shoreline was measured. 

Figure 3. Bottom profile evolution under accretive wave conditions (1/15 slope) 

Moreover the acquired bottom profiles, other standard equipment was deployed in order to measure 
the sediment transport and velocities in the swash-zone. A set of seven ADV and OBS was placed 
following three different configurations in order to recover the maximum information while there is a 
clear profile erosion in the study area. This equipment was checked every morning to be at depths 
ranging between the minimum of 9 cm and a maximum of 20 cm from the bottom. The ADV were 
placed at the right side of the flume while the OBS were placed at the left side of the flume, both systems 
followed the same pattern distribution in order to link the measured velocities and the sediment 
concentration measurements. 

The wave height data was measured with the use of resistance and acoustic wave gauges. The 
information acquired from all these probes is being analysed in order to recover information related to 
the wave height at the toe of the initial slope, along the flat part of the profile, along the final slope and 
also it’s evolution through the changing profile. 

References 
Hughes, S.A., 1993. Physical models and laboratory techniques in coastal engineering: World Scientific, 

588p

77





A Sheet Flow Model to Estimate the Sediment Transport Rate for Beaches 
Protected by Seawalls  

S.A. Lashteh Neshaei (1), M.A. Mehrdad (2), M. Arabani (3), M. Shakeri Majd (4)

1 Assistant Professor, Department of Civil Engineering, Guilan University,   41635, Rasht, Iran, e-mail: 
maln@guilan.ac.ir

2 Assistant Professor, Department of Civil Engineering, Guilan University,   41635, Rasht, Iran, e-mail:  
mehrdad_gu@yahoo.com 

3 Assistant Professor, Department of Civil Engineering, Guilan University,   41635, Rasht, Iran, e-mail:  
M_Arabani@yahoo.com 

4 Lecturer, Department of Civil Engineering, Islamic Azad University-Anzali, 43145-1451, Anzali, Iran, Email: 
mortezashakeri@yahoo.com 

Abstract:
To consider the effect of reflective structures on coastal sediment transport and beach morphology, 
experiments have been performed at laboratory model scale on a partially reflective seawall located in 
the surf zone. Based on the results obtained from experiments, a simple sheet flow model is developed to 
estimate the short – term response of a beach to a partially reflective seawall located in the surf zone. The 
main conceptual innovation of the model is taking the probability density functions of the near – bed 
horizontal velocities into account and integrating them to calculate the sediment displacements across the 
profile using a threshold criterion for initiation of sediment motion.  

1. Introduction 
Although there exist advanced models which predict the sediment transport rate for natural beaches, 
there are still insufficient theoretical work and measured data on hydrodynamics of the surf zone and the 
associated sediment transport for the beaches protected by seawalls. In the present study, based on the 
results obtained from experiments, a new approach is used to develop a semi – empirical model for the 
calculation of sediment transport and beach profile evolution in the vicinity of a partially reflective 
seawall. The main input to the model is a driving function in the form of a probability density function 
(PDF) of the near – bed horizontal velocity.  

2. Structure of the model 
As described by Asano (1995) and Hoque et al (2001), the sheet flow occurs under high shear stress 

where ripples are washed out. It is assumed that the sediment in the top layer of the bed moves at the 
fluid velocity when the threshold velocity for initiation of sediment motion u Cr  is exceeded. Referring 
to Figure 1, the negative, positive and net displacements of the sediment for a given location during a 
period of time (T) can be derived as: 

t
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t udtdispos 4

3
.. (1) 

T

t

T

t
disnegdisposdisnet
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Where, 



   In the present study, by transferring the problem to the probability domain, an alternative 
approach based on the PDF of the near- bed horizontal velocity is introduced to avoid the difficulties 
associated with time series calculations. As discussed by Neshaei (1997), the displacement of a particle 
in motion can be derived simply as the product of its velocity and the duration of the time in which the 
particle is in motion. Therefore, the positive, negative and net displacements can be given, respectively, 
as: 
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Figure 2 shows a typical shape of the function uup which is the first moment of the probability 
density function of the sediment velocity at the top of the mobile layer. Figure 3 shows the displacements 
calculated over a number of points across the profile for different wave conditions used in the 
experiments. A numerical method was applied to calculate the area under the uup  curve, which 
corresponds to the sediment displacement per unit time (Mehrdad and Neshaei, 2004). As can be seen in 
this figure, in most cases, inside the surf zone the positive displacements (towards the shoreline) are 
dominant, resulting in onshore transport and building a berm profile in front of the seawall. These results 
are in agreement with the experimental observations. In the experimental program , four water depths in 
front of the seawall were selected (0,50,100 and 150 mm) and the changes in bed elevation were 
measured for three different wave conditions (S1,S2 and S3) summarized in Table 1 using two different 
sizes of sediments (fine sand , D50 = 0.5 mm and coarse sand , D50 =1.5 mm) . The experimental 
program is explained in detail by Holmes and Neshaei (1996). 

 Finally, by solving the continuity equation, bed level changes in front of the seawall is calculated. 
Figure 4 shows a comparison between predicted and measured bed level changes for a particular wave 
condition indicating a good agreement. 

Table 1. Descriptions of spectra. (Hs= Significant wave height, Tz= Zero – 
crossing period) 

3. Conclusion 
A sheet flow model is developed to calculate sediment displacements across the profile based on 

integrating the product of the near -bed horizontal velocities and their probability density functions. 
Having calculated the sediment displacements, the bed level changes have been estimated based on mass 
balance at a series of location across the profile. The validity of this approach is shown by comparison of 
the predicted results with those obtained from the experiments. The probabilistic mature employed in the 

u(t1)=u(t2)=-uCr u(t3)=u(t4)=+uCr  (3) 

Spectrum Hs   (m) Tz   (S)

S1 0.074 1.24

S2 0.088 1.46
S3 0.095 1.67
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present study is one of the most important advantages of the proposed model. Noting that existing beach 
morphology models are essentially deterministic, in that they describe the deterministic morphological 
processes in response to deterministic inputs, the stochastic approach adapted in the present work is an 
essential contribution to existing knowledge and to the state of the art in modeling coastal morphology.  
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Figure 1: Calculation of sediment displacements based on the time series of horizontal velocity. 

Figure 2: Calculation of sediment displacements based on the probability density function of horizontal velocity. 
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Figure 3 .Calculated net sediment Displacements across the profile for different Wave conditions used in the 
experiments. w1, w2 and w3 represent 0.05, 0.1 and 0.15 m, Water depths at the wall, respectively. 

Figure 4.Comparison between predicted and measured bed level changes in front of the partially reflective seawall 
using a particular Wave condition for coarse sediment. 
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Abstract   

Longshore sediment transport rate may be calculated using semi-empirical equations, which are based on 
laboratory and field data. These formulae use a bulk sediment transport method that relates longshore 
sediment transport to a few wave and beach parameters (see, for example, the CERC-1984 and the 
Kamphuis-1991 expressions). In this paper, a new approach is proposed for the computation of the 
longshore sediment transport in a sea state, with a given significant wave height at breaking and a given 
spectrum. An application is then proposed, where the results given by the new solution are compared 
with those achieved with the CERC and the Kamphuis formulae. 

1. Introduction 
Total Longshore Sediment Transport (LST) rate is one of the most commonly required quantities in 

coastal engineering, needed in problems such as infilling and dredged channels, dispersion of beach fills 
and placement of dredged material, and the morphodynamic response of coastal areas to engineering 
structures. Predicting coastal evolution typically requires reliable calculations of the LST. Furthermore, 
the design of shoreline structures and beach nourishment project relies on assessment of the impact on 
the shoreline that is often the result of gradients in the LST rate.  

The main objective of the present study is to develop and validate a new predictive formula for the 
total LST rate, to be used in engineering applications. In the following, the most commonly applied 
formulae for calculating the LST rate are first reviewed. Finally, the new formula is compared with two 
other formulae, namely the CERC equation (USACE, 1984) and the Kamphuis formula (2002). 

2. Existing equations for longshore sediment transport  
A number of different longshore sediment transport formulae were proposed through the years, 

considering wave-generated currents (CERC, USACE, 1984; Kamphuis, 1991). 
The most common method for calculating the total LST rate is the CERC formula (Shore Protection 

Manual 1977, 1984). It is based on the principle that the volume of sand in transport Q  is proportional to 
the longshore power per unit length of the beach, it being given as  
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16
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In Equations [1] and [2], K  is an empirical coefficient, ρ  the water density, sρ  the density of the sand, 



p  the porosity index, g  the acceleration due to gravity, sbH  the significant wave height at breaking, 

bγ  the breaker index (as a first approximation it may be considered equal to 0.78), and bα  the angle 
which represents the wave direction at breaking. The Shore Protection Manual (USACE, 1984) 
recommends a value of 39.0=K  that was derived from the original field study by Komar and Inman 
(1970) using tracers. 

Kamphuis (1991) developed a relationship for estimating longshore sediment transport rates based 
upon dimensional analysis; he also calibrated it by using physical model experiments. His final 
expression (2002), which may be applicable to both field and model data, is:  

( )bbpsbu DmTHQ α2sin27.2 6.025.0
50

75.05.12 −=  [3] 

in which uQ  is the transport rate of underwater mass (kg/sec), pT  is the peak wave period (sec), bm  is 
the beach slope from the breaker line to the shoreline (i.e. the slope over one or two wave lengths 
seaward of the breaker line) and 50D  is the median grain size (mm). 

The Kamphuis' formula is appealing since it includes the wave period and the beach slope, which 
both influence wave breaking, and the grain size, which is an important factor for the mobilization and 
transport of sediment. 

2. The longshore sediment transport for wind generated waves  
The Cartesian co-ordinates system zyx ,,  has the x -axis along the shoreline, the y -axis 

orthogonal to the x -axis and landward oriented, and the origin of the vertical z -axis on the mean water 
level. Let us consider the control volume extending from the breaking line up to the shoreline and 
delimited by two parallel vertical plans and by the bottom. To equilibrate the longshore discharge 
momentum 〉〈I , acting on the plan parallel to the breaking line, a force 〉〈F  is exerted by the bottom on 
the control volume. Following the logic proposed by Longuet-Higgins (1972) and Boccotti (2000), it is 
possible to obtain the longshore sediment transport 〉〈Q  that the sea is able to move along the coast by 
means of the shear stress 〉〈F  (note that the symbol 〉〈 )(tf  represents the mean value of the function 
f ). Therefore, for progressive and periodic waves, the formula of the longshore discharge momentum 

that crosses the breaking line, in the hypothesis that the contour lines are straight and x -parallel, was 
obtained.  

In this paper, following a similar approach, a new expression is obtained for a sea state of given 
characteristics. For this purpose, the general theory of wind-generated waves (Longuet-Higgins, 1963; 
Phillips, 1967) is applied to obtain the expression of longshore discharge momentum in a sea state:  
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where ( )θω ,S  is the directional spectrum, k  is the wave number and d  is the water depth. 
By defining coefficient: 
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equation [4], at breaking depth bd , becomes: 

( )[ ] ( )bsbdd gHI
b
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=>=< . [6] 

The longshore sediment transport Q  can be expressed through the mean force 〉〈F  exerted by the 
wave motion on the bottom (as we have already mentioned it is equal to the momentum excharge 
longshore 〉〈I ), through the wave celerity, and through the sediment characteristics: 

><= Fgd
Kg
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μ

~
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Replacing into the eq. [7] the expression [6] for 〉〈F ( 〉〈≡ I ) we obtain the solution to calculate the 
longshore sediment transport in a sea state: 

( )bsbb Hgd
Kg

Q α
μ

δ 2sen
~

2= . [8] 

In our paper the longshore sediment transport at some Italian locations is estimated, and the results 
given by new expression [8] is compared with the CERC (1984) (Eq. [1]) and the Kamphuis (1991) (Eq. 
[3]) formulae.  

An example is given in Table 1, which shows the bulk longshore sediment transport rate, calculated 
at Cetraro (Figure 1), in the Tyrrhenian coast of Calabria (Italy) with the different expressions. 

Figure 1. Cetraro (Italy): directions of wave advance. 

Table 1. Cetraro (Tyrrhenian Sea – Italy): bulk longshore sediment transport rate 
(mean value, in [m3/year]) calculated with different expressions. 

SECTOR CERC 
 (1994)  

KAMPHUIS 
 (1991)  

NEW  
EXPRESSION  

SECTOR CERC  
(1994)  

KAMPHUIS 
 (1991)  

NEW  
EXPRESSION  

I  4 890 1 268 4 902 VII 0 0 0 
II 11 182 2 667 11 211 VIII -144 761 -41 544 -145 132 
III 18 842 4 166 18 890 IX -332 393 -76 442 -333 245 
IV 30 820 6 717 30 899 X -210 450 -45 869 -210 990 
V 34 518 7 938 34 606 XI -87 349 -19 313 -87 573 
VI 25 242 7 244 25 307 XII -36 797 -8 777 -36 892 

Figure 3. Longshore sediment transport calculated trough the 
CERC (1994) formula. 
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Figure 4. Longshore sediment transport calculated trough the 
Kamphuis (1991) formula. 
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Figure 5. Longshore sediment transport calculated trough the 
new solution. 
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Abstract 

In this study, the beach profile evolution in front of a seawall was investigated through combining a large 
scale physical model and a deterministic 2D-vertical cross-shore morphodynamic numerical model. 
Experiments were conducted under erosive and accretive wave conditions, for two different water levels 
at the toe of a seawall, affecting the wave-structure interaction and beach profile evolution. The results 
show the importance of the wave-structure interaction determining the profile evolution. A better 
agreement was observed between the numerical and physical results when that interaction is considered.  

1. Introduction  

Under the Joint Research Activity "CoMIBBS – Composite Modelling of the Interaction between 
Beaches and Structures", funded by the EU "HYDRALABIII – Integrated Infrastructure Initiative" 
(http://www.hydralab.eu/), the work described here aims the combination of physical and numerical 
models in the study of beach evolution in front of alongshore structures such as seawalls/revetments.  

The coastal morphodynamic process can be relatively well reproduced with large physical models. 
However, the costs and time associated to their use make this tool not always the most practicable one. 
Alternatively, small-scale physical models have several limitations reproducing the sediment dynamics 
as one can not satisfy all different scaling laws (Kamphuis, 1996). On the other hand, numerical models 
can be less expensive and more flexible but, although their capacity for modelling beach profile 
evolution was greatly improved in the last decades, limitations still remain, particularly in what concerns 
the swash zone dynamics and the onshore sediment transport. Thus, the combination of both approaches, 
in an integrated and balanced way exploring their individual strengths, can improve the simulation 
capacity of the complex processes involved in coastal problems.  

In the present paper, the first results of the combined physical and numerical modelling approach to 
study a beach profile evolution in front of a seawall are presented.  

2. Methodology  

The experimental set-up is based on a field site, Buarcos beach, located in the central Atlantic west coast 
of Portugal. This beach has been extensively studied (Oliveira, 2002; Larangeiro et al., 2003; Freire et 
al., 2004) and has now a relatively complete morphological, sedimentological and wave climate 
characterisation. This site was selected for the present study for having characteristics suitable to be 
reproduced in both physical and numerical models (seawall existence, coarser grain size, suitable beach 
slope).

2.1  Numerical modelling 

At the initial stage, the numerical model Litprof (DHI, 2007), a deterministic 2D-vertical cross-shore 
morphological model, was applied to assist the design of the experimental set-up. The model was used to 



estimate the geometrical changes of the equilibrium profile in the prototype conditions. The results 
obtained for the profile change under constant shore-normal storm wave attack show the formation of a 
seaward bar and erosion in front of the revetment. The erosion thickness (after a certain storm duration) 
was considered as the minimum thickness of the sand layer to be placed in the experimental set-up at the 
chosen model scale. Since in the experimental set-up the nearshore profile is preceded by a platform, the 
numerical model was also applied to verify, in the prototype, the effect of different-length and 
configuration platforms on the morphological evolution of the nearshore beach. The numerical results 
revealed that the erosion in front of the seawall is not dependent on the offshore profile, but, in the cases 
with platforms the predicted outer bar features are smoother, particularly the offshore slope.  

The numerical model was also applied at the physical model scale, for the beach profile 
configuration and wave conditions tested in the flume. Two different wave theories were considered to 
calculate the wave kinematic parameters, and consequently, the sediment transport and morphological 
evolution. They were Doering and Bowen (1995) theory and Stokes 5th-order theory (Fenton, 1985). 

2.2  Physical modelling 

The physical tests were performed in a large scale flume, with 73 m length, 3 m width and 0.7 m height. 
Two conditions were considered for the hydrodynamic scaling: the model is geometrically undistorted, 
i.e., the length scales are scaled in the same extent; Froude number is similar in the model and the 
prototype. For the sediment, the suspended-load scaling law nD50=nh

0.56 was considered, where nD50 and 
nh are, respectively, the scaling relation of sediment median diameter (D50) and of the depth. An analysis 
of the sediment mobility number was performed in order to verify if the scaled model tests fell in the 
same sediment transport/bed regime as the prototype. In Figure 1 the set-up of the physical model is 
presented. The scale adopted was 1:6 and the initial geometry was a planar profile with 1:20, in front of a 
reflective structure. The sediment used was silica sand (Sibelco) with D50=400 m and geometrical 
deviation, defined as (D80/D16)0.5, of 1.35.  

3 m 

0.3 m 

32.7 m 14 m 

0.7 m 

1.0 or 1.1 m 

m=1:20  

m=1:10 

Figure 1. Set-up of the physical model. 

Two series of tests, including erosive and accretive wave conditions were performed (Table 1). Test 
series 1 and 2 have the same wave conditions but different water levels: in the first the interaction with 
the structure is not simulated, as in opposite to the second. The wave characteristics were chosen based 
on estimates of erosive and accretive conditions, according to the dimensionless fall velocity parameter 

sb WTH  being larger than 2 or smaller than 1, respectively (Gourlay, 1968). The data acquired 
during the tests were: bed profiles, every 1 and 2 hours after erosion and accretion runs, respectively; 
surface elevation at 5 locations and 3D velocities at 2 locations, during the first 25 minutes of each run 
(of 1 or 2 hours); sediment porosity after each test; and beach profile photographies at 8 positions along 
the flume, every 1 or 2 hours. 

Table 1. Physical tests performed. 

Test
series Initial geometry Wave conditions 

(Jonswap spectrum) 
Duration
(hours) 

Water level 
(m) 

1:20 Erosive (Hs=0.37; Tp=3.40) 12 1.0 1
result of previous test Accretive (Hs=0.22; Tp=3.40) 16 1.0 
1:20 Erosive (Hs=0.37; Tp=3.40) 12 1.1 2
result of previous test Accretive (Hs=0.22; Tp=3.40) 16 1.1
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3. Results and discussion  
For both test series 1 and 2, the initial planar-beach profile evolved to a barred-beach profile under 
erosive wave conditions and then the bar moved shorewards under accretive wave conditions (Figure 2). 
However, different intermediate and final profiles were obtained for both test series, due to the different 
water levels at the toe of the structure. Based on the comparison of the results obtained for both test 
series (Figure 2), the waves interaction with the seawall causes: i) the displacement of a lower sand 
volume from the upper part of the profile; ii) the generation of a submerged bar with smoother features; 
iii) significant erosion of the profile at the toe of the structure; iv) less changes of the profile on the 
seaward side of the bar. The two first and the last remarks (i, ii and iv) can also be observed in the 
numerical results. 
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Figure 2. Numerical and experimental results of beach profile evolution for test series 1 and 2.

However, in what concerns profile erosion (iii), the numerical model always generates its location at 
the basis of the structure, whereas in tests series 1 we obtain experimentally a robust beach face in front 
of the structure and erosion occurs between this feature and the bar. The numerical results show a better 
agreement with the experimental results in the case of wave-structure interaction. Finally, in what 
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concerns the best wave theory to simulate the profile evolution under erosion conditions, the results 
reveal that during the first hours of the erosive event Doering and Bowen theory provides a better 
approximation of the profile evolution, however, even before reaching half of the event is Stokes 
5th-order wave theory that yields the best results. On the overall, Doering and Bowen theory 
overestimates the offshore sediment transport.  

Under accretive conditions, the sand accumulated at the submerged bar was transported onshore, for 
both test series (Figure 2). However, this phenomenon developed differently in both series. Without 
wave-structure interaction the sand is accumulated in front of the structure uniformly, i.e., allowing the 
maintenance of the slope of the beach face. However, the results of the test series 2 show that the 
wave-structure interaction inhibits the sand deposition/accumulation process on its base, and due to that 
the upper part of the beach is unable to recover the initial geometry. The numerical results show that 
none of the wave theories allow the correct simulation of the beach recovery process. In fact, in the 
absence of wave-structure interaction, during the first hours of simulation the numerical results reveal the 
ongoing process of scour in front of the structure. However, using Stokes 5th order theory, the model is 
capable of simulating onshore transport and sand accumulation at the upper beach part. This capability 
gives better agreement with experimental results in the case of wave-structure interaction. 

4. Conclusions 

Two series of beach profile evolution were performed in a large scale physical model, showing bar 
formation under erosive waves and beach recovery under mild wave conditions. In the test series with 
stronger wave-structure interaction (higher water level), strong erosion occurred in front of the seawall, 
which reduced the beach capability of recovery. This highlights the importance of the water level in front 
of a seawall in determining the profile evolution. A process-based numerical model was used in the 
design of the physical set-up and to simulate the experimental cases. The numerical results showed that 
the model reproduces qualitatively well the profile evolution under the erosive events but has limitations 
in reproducing beach recovery, and that the agreement between the numerical and experimental results is 
better in the case of higher water level. 
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Abstract 

This paper investigates the scaling of sediment transport processes under waves. To gain more insight in 
the physical processes a movable-bed wave flume experiment will be conducted. The flume will be 
equipped with state-of-the-art acoustic instruments and filled with artificial sediment to minimize scale 
effects. These detailed measurements will be compared with prototype scale measurements to gain 
insight in scale laws and scale effects. 

1. Introduction 

The physical processes responsible for onshore transport of sediment by the orbital flow under waves in 
the nearshore are poorly understood (Nielsen, 2006; Henderson, 2004; Hoefel & Elgar, 2003; Madsen, 
1974). Field experiments and large wave flumes give the opportunity to measure the transport processes. 
However, both types of experiments require a great number of personal and instruments making them 
expensive. Relatively small wave flumes provide a solution; the flume can be operated by only one 
person and can be easily overseen. Also, the instrumentation can be smaller, less intrusive and easier to 
operate. The smaller scale gives greater control over the sediment properties since a smaller amount is 
needed. This allows for the use of artificial sediment. Also the water quality is better for experimental 
measurement techniques such as Particle Image Velocimetry (PIV). There are drawbacks such as scale 
effects. The small-scale physical model is only useful if the transport processes responsible for 
morphological change are the same in model and prototype. For example, scaling of onshore bar 
migration in the nearshore is challenging since various transport processes and transport modes need to 
be represented simultaneously (See Figure 1 for an illustration). Hence, the scaling of onshore sandbar 
migration in the nearshore is investigated by conducting a small-scale flume experiment and compare the 
acquired data to existing data of field and large wave flume experiments. 

Figure 1. Onshore migration of a bar in the 
nearshore due to the orbital motion under waves. 

Cross-section nearshore 

Waves 



2. Small-scale physical model 

To scale all the dominant processes various scale laws need to be considered which can not all be 
satisfied simultaneously but should be approximated as much as possible. We use scale laws suggested 
by Kamphuis (1985), more specifically, the grain Reynolds number, the densimetric Froude number and 
the relative fall speed. The hydrodynamics in the model will be geometrically undistorted which leaves 
only two other scalable variables: the sediment grain size and density. By using artificial sediment both 
parameters will be used to approximate the scale laws. 

Measuring the transport processes will be done with non-intrusive instruments: (1) an acoustic 
profiler that measures flow velocity profiles and sediment concentrations profiles close to the bottom 
(Thorne & Hanes, 2002; Stanton, 1996) and (2) a PIV instrument that provides a picture of the flow and 
sediment field over an area of O(10 cm) close to the bottom (Nichols & Foster, 2006). Both instruments 
where deployed in large wave flumes and/or field campaigns providing data for comparison. 

3. Outlook 

The small wave flume experiment will provide detailed data of flow and sediment properties close to the 
bottom. By comparing the data with field and large wave flume data, insight is gained in scale laws and 
scale effects of nearshore transport processes. This knowledge is needed to interpret data from future 
small-scale flume experiments. 
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Abstract 

The present paper describes new two-dimensional experiments carried out at the Environmental and 
Maritime Hydraulics Laboratory “Umberto Messina” (LIAM) of the University of L'Aquila (Italy) aimed 
at reproducing cross-shore evolution of a typical sand beach profile after nourishment activities, both in 
the case of unprotected and protected nourishments. Three different incident wave spectra were 
reproduced and free surface time series and cross shore profile were measured during the experiments.
This paper intends to illustrate results of the investigation in terms of cross-shore profile evolution, 
cross-shore sand transport and emerged berm evolution 

1. Introduction 

Beach nourishment, the placement of large quantities of sand in the nearshore region to advance the 
shoreline seaward, is increasingly applied as a method of erosion control. It is considered as an 
environmentally acceptable method of shore protection and restoration  for short-term emergencies, i.e. 
storm-induced erosion, as well as long-term issues, i.e. structural erosion and sea level rise (Hamm et al., 
2002). Anyway, the nourishment induces effects on the beach system equilibrium, in relation to sediment 
transport processes, both alongshore and cross-shore (Dean and Yoo, 1992, 1994). Longshore sediment 
transport tends to smooth the planform of the shoreline that follows nourishment activities. Furthermore, 
the cross shore profile is steeper than equilibrium one and it tends to be smoothed too. Hence, prediction 
of the performance of beach-nourishment projects includes analysis of the cross-shore and longshore 
transport processes and it is of considerable significance to a rational evaluation of the economic benefits 
of the project.

The aim of this paper is to investigate the performance of a typical nourishment project by means of 
experimental modeling in order to reproduce cross-shore profile evolution, both in case of protected and 
unprotected nourishment.  

2. Description of the experimental set-up 

A sand beach (sediment grain size d50=0.12 mm, fall velocity 2.5 cm/s) characterised by a piecewise 
linear initial profile with three different slopes was set into a 45.0 m long and 1.5 m wide wave flume. A 
PVC wall along centerline of the flume was used to reduce width of the beach to 0.75 m. The offshore 
beach initial slope was set to 1:110 (from -0.33 m.l.w. up to -0.17 m.l.w.), while the nearshore one to 1:7 



(reproducing typical slope of sand nourishments from -0.17 m.l.w. up to +0.15 m.l.w.). The inner part of 
the emerged initial profile was set horizontal (+0.15 m s.l.w.). The beach profile is connected to the 
offshore water depth (set to 0.67 m) by means of a steel fixed ramp (slope 1:20, see Figure 1). The 
preceding described characteristics were selected in order to reproduce a typical beach of the middle 
Adriatic Sea (at a Froude scale of 1:12). In the followings, if not specified, the dimensions are reported in 
prototype scale. 

Figure 1. Sketch of initial beach profile (dark circles represent 
wave gauges). 

Incident wave spectra were chosen in order to reproduce both erosion and accretion of sand beach 
(Kraus et al, 1991). In particular  Jonswap spectra characterised by significant waves ranging from 2,50 
m up to 3,20 m and peak period from 5,20 s up to 8,90 s were chosen to represent offshore wave 
conditions. Two types of wave attack were reproduced. The first one was a constant incident wave 
condition propagating for about 65 hours (19 hours at model scale) in order to reach stationary condition 
of beach profile. The second type of wave attack aimed at reproducing beach profile evolution during a 
storm event with a growing significative wave height in the first hours and a decreasing significative 
wave height in the last hours, for total storm duration of 27 hours. 

Two sets of experiments were carried out. The first one aimed at measuring the evolution of cross-
shore beach profile in the case of absence of any protection structure (unprotected sand nourishment). 
For the second set of experiments a rubble mound structures model (berm width 10,00 m, toe water 
depth 3,5 m, crest freeboard -1.50 m, see Figures 1 and 2) was placed into the flume (protected 
nourishment).

During the overall experiments elevation time series were collected by means of a series of 12 
resistive wave gauges. Furthermore the initial beach profile was measured by means of a laser system 
(cross-shore spatial resolution equal to 0,24 m, 0,02 m in model scale) and its evolution was evaluated by 
stopping the waves and measuring the bottom position for 20 times during the experiment. Beach 
profiles were measured with increasing time step in order to observe rapid evolution at the beginning of 
the test (first 3 hours at model scale). 

3. Preliminary results 

Experimental results consist of (i) cross-shore profiles evolution, (ii) cross-shore total sediment  and 
(iii) incident wave parameters. Figure 3, as an example of experimental results, shows the cross-shore 
beach profiles evolution for the three incident wave conditions and both for protected and unprotected 
nourishment. It has to be noted that in the case of wave conditions Hm0=3.12 m, Tp = 5.20 s the presence 
of the submerged structures induces a shoreline displacement lower if compared with the unprotected 
case one and in the case of lower incident wave height (right upper panel of Figure 3).
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Figure 2. Pictures of the rubble mound structure taken during 
one of the experiments. 
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Figure 3. Cross-shore profile evolution for unprotected (left panels) and protected (right panels) for 
Hm0=2.52 m, Tp=7.90 s (upper panels),  Hm0=3.12 m, Tp = 8.90 s (middle panels) and Hm0=3.12 m, Tp = 
5.20 s (lower panels). 
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Abstract overwiev 

Preciso Coste is a service developed by Planetek Italia designed for the structured acquisition of the 
coastline and all the connected maritime infrastructures from Ikonos very high resolution orthorectified 
satellite imagery. The resulting coastline database is the basis for the successive coastline evolution 
analysis based on the comparison with reference cartography.  

Both European Space Agency (ESA) and Italian Agency for Environmental Protection and 
Technical Services (APAT) are involved in the promotion of Earth Observation based products for the 
Coastal Dynamics Monitoring.  

1. The Preciso Coste Service  

Preciso Coste is a service designed for the monitoring of coastline dynamics. The service releases a 
series of products for the assessment and classification of coastline, port and defence works and for the 
monitoring of their development.  

Preciso Coste provides that every stretch of coastline is classified according to type and depending 
on the variations (advancement, erosion or stability) over the reference coastline extracted from 
orthophotos IT2000 (acquired in 1998/1999).  

The port works are identified and classified according to type and intended use (industrial port / 
commercial dock / pier, port channel, military port, etc), while the defence works are surveyed and 
divided by design type (emerged reefs / toll lanes are flooded with / without toll lanes, plain and thrown 
to the wall, brushes orthogonal emerged / submerged, armed mouth, etc).  

The classification adopted by Preciso Coste is standardized and allows for the development and 
preparation of reports and statistical studies, including space-based, in a manner consistent with the 
standards.  

In support of themes concerning the status and evolution of coastlines, are also given information 
associated with data related aspects of administrative structures from the official sector. These layers of 
different informative nature identify the limits of regional, provincial and municipal coastal and 
geographical boundaries of particular types of areas under environmental protection.  

Preciso Coste products are provided in a standard GIS format, ready to allow the use of databases 
with every type of information system used by the client. Preciso Coste includes a detailed statistical 
report that showing the results obtained. 

Technical specifications  

The main technical specifications and features of Preciso Coste are listed in Tab 1. 



Tab.  1: Technical Specifications of the product 

Specifica Tipo

Source of information IKONOS satellite images ( 1m resolution) 
Digital color Orthophotos IT2000 (1m resolution) 

Projection System UTM32/33 Datum WGS84 

Accuracy The accuracy of the carthography realized is complyed 
to 1:10.000 scale.  

Outcome PersonalGeodatabase

2. The Project 

2.1. Using Remotely sensed data  

The first phase of the project consist of high resolution imagery collection from IKONOS 
satellite. This satellite has clear operational benefits, including the ability to plan and obtain 
such images very quickly.  

This feature makes the use of IKONOS satellite data particularly suited to monitoring 
stretches of coastline distributed throughout the national coast. 

2.2. Coastline Classification 

Once the collection is made, using IKONOS high resolution satellite, Preciso Coste is 
processed through a photointerpretation, a video digitisation and a spatial analysis of data. The 
identification and classification in several sections types is made by grouping  the different 
stretches of coastline by their characteristics and divided therefore for different types: 
(Natural, Artificial, Fictive). 

Fig. 1: Sample classification according to the coast height and lythology 

The coast of natural type is itself classified according to the morphology of the coast 
(height and lythology if any interpretation is possible). The coast of artificial type is itself 
classified according to the type of work for defence or portuale. The type of fictive coast is 
stated to maintain the continuity and consistency of topological representation (for example in 
connection of the mouth of watercourses the coastline should be connected between the 
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extremes of banks of watercourse) and is in turn classified depending on the type of 
connection.

The digitized coastline is stored in a structured archive (geodatabase). The structuring of 
the archive allows the creation of an information layer in which the coastline is divided into 
sections and classified as homogeneous parts, marked by a unique code (identifier). 

Fig. 2: Parameters for variation measurements according to the orthophoto. 

2.3. Analisi delle variazioni della linea di costa 

Once the coastline has been classified, it is possible to proceed with its variations analysis realized 
through a direct comparison between the coastline derived by the most up-to-date satellite imagery and 
the reference coastline derived by orthophotos IT2000 collected in the biennium 1998/99. Such analysis 
allows the division of the coastline into several contiguous lengths classified on the base of their 
variations in respect to the reference coastline (Advancement, Erosion, Stability). The variation analysis 
procedure consists in considering as modified (advanced/backward) all those coastline lengths, derived 
from Ikonos images, comprised between two continuous intersections with the reference coastline and 
including at least one point with a distance from the reference coastline equal to or more than 5 m. All 
the other lengths are considered as stable. 

Fig. 3: Coastline erosion and advancements
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In addition to the identification of the kind of variation, the mean and maximum variation entity and 
the lost, or acquired from the coast, area size are defined.  

2.4. Statistic Reports  

Based on the information contained into the database, specific report are compiled as table at 
different analysis scale (national, regional, provincial and per physiographic unit) containing all the 
information extracted from the thematic layer produced 

.

Fig. 4: Example of statistic report  at provincial scale 

3. Conclusions 

Based on satellite very high resolution imagery, Preciso Coste is a service designed for the coastline and 
all the connected maritime infrastructures identification. The resulting coastline is archived in a 
Geodatabase and is the basis for the further coastline evolution analysis.  
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Abstract 

This paper presents the results of an experimental investigation on scour around monopiles exposed to 
irregular waves. The large-scale laboratory tests were focussed on the development of scour in time, 
using different intensities of wave spectra consecutively without grading the mobile bed surface around 
the monopile. The scour process was monitored continuously by an installed observation window and a 
digital camera. 

1. Introduction 

The proposed paper deals with a comprehensive study on scour development around a slender monopile, 
which is mainly used for support structures of offshore wind turbines. The large-scale laboratory tests 
were carried out in the Large Wave Channel (GWK) of the Coastal Research Centre (FZK) under live-
bed conditions with varying intensities of spectra (Jonswap) (see test conditions in Tab. 1 and Fig. 2), as 
it occurs similar to a strong wind field passing a monopile location. The GWK has a width of 5 m, a 
height of 7 m and a length of 325 m, the sand bed (mean diameter d50 = 0.33 mm) had a thickness of 1 m. 

Table 1. Test conditions 

Parameter Spectra 1 Spectra 2 Spectra 3 Spectra 4 

     
Significant wave 

height Hs [m] 0.90 1.00 1.10 1.20 

Spectral peak 
period Tp [s] 7.60 8.00 8.40 8.80 

waterdepth above 
sand bed h [m] 3.20 3.20 3.20 3.20 

pile diameter D 
[m] 0.55 0.55 0.55 0.55 



2. Experimental setup 

To record the development of the scour continuously during the tests, an observation window was 
installed at one side of the monopile (shown in Fig. 1). Inside the monopile a digital camera was fixed on 
a vertical lift system, which was able to monitor the sand level at the bottom of the actual scour through 
the observation window. The digital images taken by the camera in time steps of some minutes during 
the tests were transferred online by telemetric system to a computer. 

Fig. 1: Photos of the observation window at the monopile and of the installed camera 
(left hand and middle photo from outside of monopile)  

and recorded sand level in the scour (right hand side from inside of the monopile). 

In a first test series the tests were started with an even bottom around the monopile to find out the 
maximum scour depth and scour evolution equilibrium respectively. In a second test series the different 
spectra from table 1 were applied in a sequence which is schematically similar to a storm surge in the 
North Sea which occurs typically in winter season. Such a storm surge starts with a period of steadily 
increasing wave energy up to a certain maximum value and ends with a period of steadily decreasing 
wave energy. The test series performed in the GWK was divided in 6 parts; 4 parts with increasing and 2 
parts with decreasing wave energy and each part being constant as shown in Fig. 2. 

3. Results 

First results are shown in Fig. 2, where the scour depth S is plotted versus the number of generated 
waves of a sequence of different wave spectra. The results indicate that the scour depth development in 
dependence of stepwise changing generated wave spectra (parameters spectral peak period Tp and 
significant wave height Hs) lead to surprising and not expected results. 

Despite to test conditions with an even bottom at starting a test with constant wave spectra, in the 
test series with a sequence of different spectra after changing to a spectra with higher energy the scour 
depth S firstly decreases with increasing wave energy and then after a while increases again up to a 
higher value compared to that before with a lower wave energy spectra. A similar effect was observed 
after changing the wave spectra to a lower one as before, firstly the scour depth S decreases as generally 
expected, but after a certain period the scour depth increases again. 

A more detailed analysis on the test results and the sand transport at the scour bottom will be 
presented and discussed in the final paper. 
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Fig. 2: Measured scour depth S at monopile versus number of generated waves
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Abstract 

When a monopile foundation is placed offshore it changes the local flow pattern and thus induces local 
scour at the base of the foundation. The scour hole can reach a depth of up to 2 times the pile diameter, 
and can therefore seriously affect the stability and dynamical behaviour of the foundation. A riprap scour 
protection is therefore mostly used to prevent a scour hole  to threaten the foundations stability. The goal 
of the scour protection is not to avoid scour completely yet to shun scour from within a certain perimeter 
around the foundation. The authors investigated the time evolution of the damage development of a scour 
protection by means of an experimental study. A combined hydrodynamical flow is studied. This paper 
discusses the characteristics of the damaged profile, considering the flow pattern around the monopile. 
The results show that different shapes develop according to the loading condition. 

1. Introduction 

When a monopile is placed offshore and no countermeasures are taken, the sea bottom is subject to local 
scour due to waves and/or currents, due to the local amplification of the velocity and the turbulence by 
the foundation. When the expected scour depth has too large an influence on the foundations design or is 
not acceptable for the structures stability, a scour protection is applied. At this moment, riprap scour 
protections are commonly used around offshore foundations to avoid scour in the direct vicinity of the 
foundation. When designing a scour protection for an offshore monopile, the general tendency is to 
design a statically stable scour protection, with the requirement that individual stones are not to be 
displaced during the design storm. The required stone size is therefore strongly depending on the 
maximum velocity which can occur in the vicinity of the pile. As the local amplifications of the velocity, 
due to the presence of the pile can be up to a factor 4, the strict "no movement-criterion" may lead to 
conservative designs. An alternative design approach may accept some movement of individual stones 
(i.e. damage), without causing failure of the protection. Such a scour protection could be termed a 
dynamically stable scour protection, after the dynamically stable breakwaters (van der Meer, 1988)). A 
dynamically stable breakwater develops an S-shaped profile. An experimental study has been performed 
to determine the profile which develops in a scour protection around a monopile foundation and to 
investigate whether such a dynamically stable scour protection is possible. Tests have been carried out 
with irregular waves, combined with a steady current.  

2. Experimental set-up 
The experiments were conducted at Ghent University. Figure 1 shows a sketch of the set-up in the wave 
flume, which has a total length of 30m, a width of 1m and a height of 1m. One of the flumes side walls is 
made of glass, to facilitate observations. A current can be produced in both directions, permitting the 
current to follow or oppose the waves. 



Figure 1. Side view of experimental set-up (not to scale).

A movable sand bed was installed in the middle of the flume by aids of an elevated bottom. A monopile 
with diameter of 0.1m was installed in the centre of the flume and represents a typical monopile 
foundation for offshore wind turbines in the north sea, on scale 1/50. A rip-rap scour protection with an 
outer diameter equal to 5 times the pile diameter is placed on top of a geotextile filter. The scour 
protection is constructed above the sand bottom. Figure 2 shows a picture of a scour protections placed 
around the monopile foundation.  

The bed profiles were surveyed before and after testing with a non-contact laser profiler on a grid of
5 x 5mm. The scour protection was placed in concentric, coloured rings to allow a visual estimate of the 
damage as well and 4 damage levels can be distinguished after testing:  

1. damage level 1: no movement of the stones  
2. damage level 2: very limited movement of stones 
3. damage level 3: significant movement of stones, without failure of the protection 
4. damage level 4: failure of the protection 

  

 

 
Figure 2: Example of scour protection around monopile foundation. 

The range of wave and current conditions at the monopile are shown in Table 1. The irregular 
waves have a Jonswap spectrum with a gamma factor γ = 3.3, representing typical North Sea conditions 
(Goda, 2000)). The Keulegan Carpenter number KC represents the ratio of the amplitude of the orbital 
motion, caused by the waves and the pile diameter. The KC number is calculated according to Sumer and 
Fredsøe (2002) as KC = UmTp/D, with Um a representative orbital velocity near the bottom, calculated 
from the spectrum of the orbital velocities S(f) as Um = √2.σu, with σu² = ∫S(f)df. For most tests, 5000 
waves were generated. The bed profile was measured before each test, after 1000 waves, after 3000 
waves and after 5000 waves. 
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Table 1. Hydraulic conditions at the pile: wave and current characteristics. 

Parameter Symbol Range  

Wave height [m] Hs 0.05-0.168 

Wave period  [s] Tp 1.13-1.7 

Water depth [m] d 0.2-0.4 

Current velocity [m/s] Us 0-0.28 

Keulegan Carpenter number [-]  KC 0.8-3.6 

Pile Reynolds number [-] ReD 1.5-4.3 (104) 

3. Analysis of dynamic profile 
Figure 3 shows damage profiles which were deduced from the bed profiles of the scour protection. The 
damage is represented as the difference between the bed level before and after a test. Figure 3 represents 
three different loading cases, corresponding to the typical damage shapes that were measured around the 
monopile foundation. Waves are always travelling from bottom to top. Profile (a) represents a typical 
wave alone case: damage is mostly present at the sides of the pile, while a slight lowering is also found 
in front of the pile. Case (b) represents a typical damage profile due to a wave following a current: an 
area behind the pile experiences a lowering of the scour protection. Some damage is still found at the
edges of the pile. Case (c) represents a typical damage profile for a wave opposing the current: the 
damage is now located in front of the pile (when considering the wave direction). In both cases (b) and 
(c) the damaged area is somewhat wider than the pile diameter. The applied current velocities were too
small to obtain damage to the applied scour protections due to a steady current velocity alone. 

                             (a)                        (b)                (c) 

Figure 3. Measured  elevations [mm] (erosion (< 0) and deposition (> 0)) from the bed profiles of the scour protection 
around the monopile.  : +10 < elevation ≤ 0;  : 0 <  elevation ≤ -5;  : -5 < elevation ≤ -10;  : -10 < elevation. 

For the quantitative analysis of the damage, the scour protection is divided into sub areas, as shown 
in Figure 4. The scour protection area is divided into 4 rings, corresponding with the 4 coloured rings in 
the set-up. Each ring has a width of 0.05m, corresponding to the radius of the pile. These rings are then 
further divided into different sub areas, with a surface equal to the pile’s area. The orientation of the 
zones is chosen to optimally represent the damage location and is therefore mainly based on the current 
direction. The damage number is calculated per sub area as the ratio of eroded volume to the surface of 
the sub area times the nominal stone diameter. The damage number of the total scour protection is 
defined as the damage number for the zone with the highest damage. 

The location of the damage depends mainly on the presence and direction of the current. For very 
small current velocities, the damaged profile is the same as for the wave alone case, i.e. only damage at 
the sides of the pile is present. When the current velocity increases, damage develops in the area behind 
the pile. For limited current velocities, the damage is still highest at the sides of the pile. For high current 
velocities the damage is however highest in the area behind the pile. This is illustrated in Figure 5, where 
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for each of the three cases (waves only (a), waves and following current (b), waves and opposing current 
(c)), the location of the damage is shown. Per zone, the percentage of tests resulting in the highest 
damage in this zone is given.  

 
 

Figure 4: Division of the scour protection into sub areas. 

     
(a)       (b)          (c) 

Figure 5: Location of damage and % of tests with highest damage in the zones: for waves only (a), waves and 

following current (b), waves and opposing current (c). 
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Abstract 

An experimental study was commissioned to evaluate, at design stage, the performance of a 
beach nourishment protected by a submerged rubble mound breakwater with gaps in Agropoli 
(Gulf of Salerno). Experiments were performed in the wave basin at University of Napoli 
Federico II. Results showed that under extreme wave conditions no significant loss of material 
is to be expected through the gaps of the structure. Measured post-nourishment coastline 
retreats due to cross-shore processes were comparable with prediction obtained using 
mathematical models, and were considered acceptable. 

1. Overview of the project 

The coast between Cape San Marco and the mouth of Testene River, in Agropoli at southern 
end of the Gulf of Salerno, is a straight, narrow, sandy beach, about 1.5 km long and 20-25 m 
wide. The littoral showed, over the last decades, a significant erosive trend, with a great 
concern for the safety of the coast road and other structures located landwards. 

Testene River

artificial nourishment

submerged breakwater

actual beach

Cape San 
Marco

1000 200 300 400 500 m1000 200 300 400 500 m

NNNN
gap

Figure 1. Plan of the coastal protection project in Agropoli 

A protection measure was thus proposed, consisting of an artificial beach nourishment 
protected by a shore-parallel submerged rubble mound breakwater located 120m offshore 
(considering actual coastline), at about 3.5m depth, with a 0.70m freeboard above the crest. 



Post-nourishment shoreline advance is 30.0m, with an expected 10.0m long term erosion, 
resulting in a planned net 20.0m advance. Three gaps are planned along the structure, 20.0m 
wide, to ensure water circulation and navigation. Finally, semi-submerged groins are planned 
at both ends and in the middle of the barrier. 

In Figure 1 a plan of the protection project is reported while Figure 2 shows a cross-section 
of the submerged barrier. 

8.00 6.008.00

SWL

-0.70

-2.50

stones 1-3 t

stones 50-500 kg

-3.50

Figure 2. Cross-section of submerged breakwater 

In order to verify the hydraulic performance and shoreline response to the structure, that, 
despite recent progresses, can be affected by dramatic uncertainties (Ranasinghe & Turner, 
2006), an experimental study was commissioned to complete the design stage. 

2. The physical model 

Experiments were performed in the 3D wave basin at University of Napoli Federico II, 
Department of Hydraulic and Environmental Engineering “G. Ippolito” (Figure 3). The basin 
was recently equipped with HR Wallingford multi-element wavemaker and up-to-date 
instrumentation in the frame of a  research project ENEA-University of Napoli. 

Figure 3. Pictures taken during tests. Two couples of wave 
gauges are visible at leading side and trailing side of the 
submerged barrier. 

A geometric 1:40 scale factor was chosen and Froude similarity was adopted. Sediment 
size was scaled under the criterion of conservation of fall speed parameter (Hughes, 1993). 

Two different layouts were tested, corresponding to different stages of project execution: 
A. Submerged barrier and actual beach; 
B. Submerged barrier and beach nourishment. 
Both configurations were tested under extreme design wave conditions corresponding to 

30 years return period: Hs=5.14m, Tp=11.4s, storm duration=12 hours (prototype scale), 
direction: 275°N. Long-shore processes were not considered. 
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3. Summary of main results 

Similarly as widely reported in literature (e.g. Loveless & MacLeod, 1999, Johnson et al., 2005), 
a strong current offshore directed was noticed at the gap of the barrier. Local excavation was 
thus observed around the heads of the barrier, with sedimentation inside the gap (Figure 3). 

deposition

erosion

Incident wave
direction

incident wave
direction

Figure 4. Current pattern and sediment processes at the gap of 
the barrier. 

Beach profiles before and after wave attacks were measured using a beach profiler with 
touch sensitive probe along different transects. 
Results for layout A (without nourishment) showed a limited beach profile erosion behind the 
breakwater, due to wave energy reduction at barrier. As expected, profile erosion was more 
evident behind the gap rather then behind current section of the breakwater. 

As regards layout B, results showed a typical post-storm beach profile, characterized by 
high steepness, coastline retreat and sediment deposition landward (Figure 5). 
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Figure 5. Beach nourishment profile modification behind the 
barrier under extreme waves attack 

Observed profiles behind the current section of the breakwater are similar to those 
typically reported in laboratory and field (Figure 6) studies for this kind of structures (Sorensen 
& Reil, 1988, Ferrante et al. 1992). 

Measured coastline retreat varies in the range 8.0-10.0 m and is comparable to what 
predicted at earlier design stage using mathematical models. Similar results, but with a milder 
beach profile, were obtained behind the gap. 
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Figure 6. Evolution of the beach nourishment profile behind a 
barrier reported by Sorensen & Reil (1988). 

Acknowledgments 

Experimental study was commissioned by Autorità di Bacino Regionale Sinistra Sele. 

References 

Ferrante, A., Franco, L. & Boer, S., 1992. 'Modelling and Monitoring of a Perched Beach at Lido di 
Ostia (Rome)'. Proc. 23rd Int. Conf. on Coastal Engineering, Venice, Italy.

Hughes, S.A. 1993. 'Physical Models and Laboratory Techniques in Coastal Engineering'. World 
Scientific Publishing, Singapore. ISBN 9810215401 

Johnson, H., Karambas, T.V., Avgeris, I., Zanuttigh, B., Gonzalez-Marco, D. & Caceres, I. 2005. 
'Modelling of Waves and Currents Around Submerged Breakwaters', Coastal Engineering, 52, 949-
969. 

Loveless, J. & MacLeod, B. 1999. 'The Influence of Set-Up Currents on Sediment Movement Behind 
Detached Breakwater', Coastal Sediments '99, 2026-2041. 

Ranasinghe, R. & Turner, I.L. 2006. 'Shoreline Response to Submerged Structures: A review', Coastal 
Engineering, 53, 65-79. 

Sorensen, R. & Reil, N.J., 1988. 'Perched Beach Profile Response to Wave Action'. Proc. 21th Int. Conf. 
on Coastal Engineering, Malaga, Spain. 

112



Coastlab08, Book of Abstracts 
©2008, Nuova Editoriale Bios, Italy 

DUNE EROSION PREDICTION DURING STORM SURGES 

Rosanna Gencarelli (1), Giuseppe Roberto Tomasicchio (2), Felice D'Alessandro(3), & Ferdinado Frega (4)

(1) Post Doct ., Soil Conservation Dept., University of Calabria, Ponte P.Bucci, Cubo 41 B, Rende, 87036,Italy.  
E-mail: rgencarelli@dds.unical.it

 (2) Full Professor, Engineering Dept, University of Salento, Via Per Monteroni, Lecce, 73100, Italy.  
E-mail roberto.tomasicchio@unile.it

(3) Post Doct, Engineering Dept., University of Salento, Via Per Monteroni, Lecce, 73100, Italy.  
E-mail: dalessandro@dds.unical.it

(4) Ass. Professor, Soil Conservation Dept., University of Calabria, Ponte P.Bucci, Cubo 41 B, Rende, 87036,Italy. 
E-mail: ferdinandofrega@dds.unical.it

Abstract  

The study analyzes the dune erosion and breaching occurred on the northern Outer Banks of North 
Carolina in September 2003 during Hurricane Isabel. LIDAR mapping of topography collected by USGS 
is used to establish pre- and post- storm profiles. Isabel made landfall near the USACE Field Research 
Facility (FRF) at Duck, North Carolina, where high quality wave and water level measurements are 
available. With the use of the hydrodynamics data, the bathymetric and topography data have been 
analyzed to examine the degree and alongshore variability of the dune retreat and breaching as a function 
of the pre-storm beach and dune characteristics. In addition, the data will be used to calibrate and verify 
the numerical model CSHORE (Kobayashi et al., 2007) to predict the dune erosion and overwash for 
obliquely incident waves with longshore currents.  

1. Introduction 

Coastal dune reduce the extent and impact of significant wave events. Thieler and Young (1991), for 
instance, found that the presence of dunes before a storm reduced the damage from waves and storm 
surge during hurricane Hugo. Dune erosion and breaching, however, are expected to occur more 
frequently as sea level rise and hurricane intensity accelerate due to rising temperatures. At present, no 
reliable method exists to predict dune erosion and breaching due to the lack of comprehensive field data 
and to the limited capability of predicting cross-shore sand transport. Only few studies have been 
developed to predict the dune erosion.  
The investigation of cross-shore sediment transport, that has been an increasingly important topic as 
coastlines around the world continue to change (Jimènez and Sànchez-Arcilla, 2004), is complex due to 
the variability of factors contributing to sediment motion. Cross-shore sediment transport on beaches has 
been investigated extensively, however an accurate prediction of beach erosion and accretion, even for 
the idealized case of alongshore uniformity, normally-incident waves and uniform sediment, is still not 
possible.
Kobayashi et al. (2007b) conducted small-scale physical model tests on a fine sand beach in order to 
obtain a new data set and to calibrate the numerical model CSHORE (2007d) for cross-shore sediment 
transport. The model predicts dune erosion and overwash-induced effects on the cross-shore profile 
evolution after an extreme storm event. This model will be analyzed and verified in order to predict the 
effects due to the impact of hurricane Isabel along the North Carolina coastline. 



2. Hurricane Isabel 

Hurricane Isabel made landfall on September 18, 2003 near Ocracoke, Outer Banks (Fig 1), in North 
Carolina as a Category 2 hurricane (Saffir-Simpson Hurricane scale,1969).  

Hydrodynamic forces information about hurricane were 
collected by the Field Research Facility (FRF) at Duck, North 
Carolina. It’s an internationally recognized coastal observatory 
founded in 1977 by U.S Army Corps of Engineers. Central 
element of the observatory is a 560 meter long pier and 
specialized equipments that record constantly changing of 
waves, wind, tide and currents. The maximum values of 
significant wave height, moH , measured during the hurricane 
have been 8.12 m. 

A NOS (National Ocean Service) acoustic tide gauge is 
used to collect water level every 6 minutes throughout the day. 
This gauge is at the seaward end of the FRF pier. The maximum 
value of the observed tide is equal to 2 m referenced to the 
National Geodetical Vertical Datum of 1929 (NGVD) system. 

3. Dune erosion and beach profiles evolution during Hurricane Isabel 

Waves and currents interacting with the bottom sediments produce changes in the beach and nearshore 
bathymetry. These changes can occur very rapidly in response to storms or slowly as a result of 
persistent but less forceful seasonal variations in waves and currents. In the case of hurricane Isabel, 
information about profiles and dunes evolution have been assembled using LIDAR data and FRF survey 
data.

The LIDAR system sampled laser altimetry data before and after extreme storms to quantify amount 
of coastal change. The LIDAR system cold not penetrate deep enough into turbid water to identify the 
sub-aqueous profiles; for this reason LIDAR data, in the Isabel analysis, have been used only to analyze 
the dune erosion and breaching.  

The eroded area, A , and average vertical change, d , have been calculated for each LIDAR dune 
profiles. The alongshore variation of the dune area eroded ( 0A ) during Isabel is a function of the 
distance to the point where the hurricane made landfall. Mean value of the eroded area is close to 20 
m2/m, which corresponds to a 10-year event according to the empirical formula proposed by Hallermeier 
and Rhodes (1988). The new breach opened near the point where Isabel made landfall. 

Since 1981, the FRF has been conducting detailed surveys of beach profiles. These data set allow to 
quantify the dynamic evolution of the nearshore zone during storms when changes are most rapid. 

Bathymetry at the FRF is characterized by regular shore-parallel contours, moderate slope and 
barred surf zone. This pattern is interrupted in the immediate vicinity of the pier. Profile configuration is 
typically single-barred with the most active zone extending from the base of the dune to about 6 meters 
water depth. Maximum vertical change occurs just seaward of the shoreline. 

29 FRF survey profiles were collected before and after hurricane Isabel to quantify the area erosion 
and vertical change due to the impact of hurricane . Pre Isabel profiles were observed the 8th August, 
2003; post Isabel profiles were observed the 21th September, 2003. The values of A have been analyzed 
as a function of alongshore distance to the FRF pier.  

4. The numerical model CSHORE 

The numerical model CSHORE (Kobayashi et al., 2007d) is an extension of the time averaged model 

Figure 1. Outer Banks, North 
Carolina

Figure 1. Outer Banks, North Carolina 
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developed by Kobayashi et al. (2007a) on the basis of laboratory tests by Reniers and Battjes (1997) and 
Ruessink et al (2001). The time-averaged continuity, cross-shore momentum, longshore momentum and 
wave energy equations are used to predict the cross-shore variation of the mean free surface elevation, 

, above SWL, the free surface standard deviation, , the depth-averaged cross-shore, U , and 
longshore, V , current.  

The combined wave and current model predicts the cross-shore variation of the hydrodynamics 
variables used in the transport model for given beach profile, water level and seaward wave condition. 

The bottom sediment is assumed to be uniform and characterized by mean diameter, 50d , sediment 
fall velocity, fw , sediment specific gravity, s , and porosity of bottom, pn . 

The cross-shore variation of the degree of sediment suspension is estimated using the experimental 
findings of Kobayashi et al (2005) showing that the turbulent velocities measured in the vicinity of the 
bottom are related to the energy dissipation rate due to bottom friction.  

The cross-shore and longshore suspended sediment transport rates, sxq  and syq , are given as  

sVVsyq;sVUasxq                                                             [1]

where 2.0a  is an empirical suspended load parameter and sV  is a suspended sediment volume per 
unit horizontal bottom area (Kobayashi and Johnson, 2001). 

The formulae for the cross-shore and longshore bedload transport rate, bxq  and byq , are 

determined somewhat intuitively because in the surf zone they have never been observed. The proposed 
beadload formulae are written as 

sinmr22
*V2

*U1*V3
T1sg

sbP
syq

sGsinmF22
*V*U13

T1sg
sbP

sxq
                                    [2]

where the empirical bedload parameter, b, is equal to 0.002, and sG is the bottom slope function 
introduced by Kobayashi et al.(2007) to account for the effect of the steep cross-shore slope, bS , on the 
bedload transport rate. 

5. Comparison with the data 
The numerical model CSHORE has been tested and verified using the FRF survey profiles before 

and after Isabel. The information about wave, tide value and wind velocity and direction are given by 
FRF gauges. The FRF profiles are characterized by mean sediment diameter, 50d , equal to 0.20 mm, by 
sediment fall velocity, fw , equal to 0.025 m/s and specific gravity of sediment equal 2.60.  

Results have been obtained about the measured and computed temporal (7 days during September 
15-21) variation of the free surface standard deviation at the seaward end of the FRF pier (gauge 625) for 
the empirical breaker ratio parameter = 0.7, used in the previous laboratory test comparison by 
Kobayashi et al (2007a,b,c), and 0.6. A better agreement has been found for =0.6.  

Figure 2 shows the computed cross-shore and longshore transport rate. 
The cross-shore variation of bedload, bxq  , transport rate is positive, whereas the cross-shore 
suspended sand transport rate, sxq , is negative. The absolute values of bxq  and sxq  are 
larger in the breaker zone. The computed total sand transport rate, sxqbxqxq , is 
positive except in the zone close to the shoreline. 
The longshore bedload transport, byq , rate is small in comparison with the longshore suspended sand 
transport rate, syq .  
In general, the longshore sand transport, yq , exceeds the cross-shore transport rate, xq .
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Figure 2. Measured cross-shore and longshore transport rate component
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Abstract

Some of most important factors responsible for the morphodynamic evolution of a sandy beach are 
incident wavy motion features and duration, grain size and character of the sand and the bathymetry and 
slope of the beach. For a sandy beach with nourishment and without artificial protection structures, the 
shore creates natural defences against attacks by waves, currents and storms. The first of these defences 
is the sloping nearshore bottom that causes waves to break offshore, dissipating their energy over the surf 
zone. The process of breaking often creates an offshore bar in front of the beach that helps to trip 
following waves. The broken waves re-form to break again, and may do this several times before finally 
rushing up the beach foreshore with specific features. These features produce alterations to the shoreline 
due to accretion and/or erosion patterns. Littoral transport, defined as the movement of sediment in the 
nearshore zone by waves and currents, is divided into two general classes: transport parallel to the shore 
(longshore transport) and transport perpendicular to the shore (cross-shore transport). Cross-shore 
transport is determined primarily by wave steepness, sediment size, and beach slope. In general, high 
steep waves move material offshore and low steepness waves move material onshore. Longshore 
transport is a result of the stirring up of sediment by the breaking wave and the movement of this 
sediment by both the component of the wave energy in an alongshore direction and the longshore current 
generated by the breaking wave. The direction and the rate of longshore transport is directly related to 
the direction of wave approach and the angle between the breaking waves and the shoreline. An increase 
in the angle produces an increase in the longshore transport rate. 

In the present study, experimental surveys were carried out on a 3D physical model with a mobile 
bottom, and were analysed in order to investigate the morphodynamic evolution of a sandy beach 
without coastal protection structures under oblique wavy attacks. 

The study was conducted in a 3D 
physical model (Fig. 1) at the Coastal 
Engineering Laboratory of the Water 
Engineering and Chemistry Department of 
the Technical University of Bari – Italy. A 
stretch of Italian coastline was 
reconstructed characterized by a sandy 
beach with nourishment but without 
artificial protection structures. 

The basin (90m long, 50m wide and 
1.2m deep) was equipped with a wave 
maker which was able to generate waves 
with different characteristics along a 
wavefront of 28.8m. The model was built 
at 1/15th scale using a Froude analogy, Figure 1. View of the model. 

X

Y
15°



while a Dean analogy was used to reproduce the sand transport; Dean analogy foresees the conservation 
of the parameter H/(wT), where H and T are the height and the period of the significant wave 
respectively, while w is the fall velocity of sediments. The sand grains used for the bed were silica sand 
characterized by a very narrow granulometric distribution curve of D50=0.129mm and a fall velocity of w 
= 1.91cm/s, measured in the laboratory using a pipe with continuous methodology (G. Ranieri, 2002). 

Wavy attacks were generated in the model with a JONSWAP spectrum, at a depth of 0.9m (13.5m 
in prototype), with only one direction at 
an inclined angle of 15°. 

The initial bathymetric 
configuration was characterized by a 
profile with three different stretches: the 
first, from the emerged beach to -0.2m 
depth (3m in prototype scale) with 7% 
slope; the second, on the final depth of 
the previous stretch, 1.6m wide (24m in 
prototype) and horizontal; the last with a 
1.18% mean slope, arriving at the 
closing ramp with a depth of -0.34m 
(5.1m in prototype). In figure 2 the 

initial profile is reproduced in deformed scale, as described before. 
In the model, different wave attacks were generated with a JONSWAP spectrum. In table 1, 

significant height, peak period and duration 
indications of the wave attacks are reported.  

For each of them, a number of topographical 
surveys (shown in the same table) were 
performed at the end. The two depth surveys, 
carried out just before the first wavy attack 
(Depth D0) and at the end of the last one (Depth 
D9), were performed on the emerged and 
submerged beach by means of a total station. 
They was conducted along initial shoreline 
perpendicular transepts, with a 0.2m acquisition 
step as far as X=9m, 0.5m between X=9m and 
X=12m and 1m for the remaining length (see 
figure 3 for the reference frame XY). Transepts 
were spaced 2m from each other. 

Initially, a series of three different wavy 
attacks were generated (tests 1a, 1b, 1c) in order to shape the beach with a natural pattern. For this 
reason, shoreline surveys were conducted only at the end of the last of the previous tests (Shoreline S1). 
For the remaining tests, they were conducted at the end of each one. Shoreline surveys were carried out 
with a 1m step alongshore (Y direction). Depth surveys analysis shows a strong scour along the shoreline 
strip for low values of Y direction, and a considerable store for high values. This is a clear effect of the 
longshore sediment transport towards increasing Y values, due to the inclination of incident waves. As 
an example, in figure 3 the superimposition of the generic initial profile and the final one conducted in a 
central zone of the model (precisely at Y=18m) is reproduced. It is possible to observe the above 
mentioned erosion in the shoreline zone, which caused a moving back of the shoreline as far as 
Y=25÷26m (for higher values of Y, the shoreline moved forward). Moreover, a rise of the bed is clearly 
visible between the first and second initial stretch (from X=3,5m to X=7,5m for the profile in figure 3). 

Figure. 2. Initial generic profile.

Test
n.

Hs
[cm] 

Tp
[s]

Duration
[h] Surveys

    Depth D0
Shoreline S0

1a 3.0 1.20 0.75  
1b 6.0 1.20 0.33  
1c 9.0 1.20 3.00 Shoreline S1

2 9.0 1.20 9.50 Shoreline S2

3 9.0 1.20 4.00 Shoreline S3

4 5.0 1.78 5.00 Shoreline S4

5 7.6 1.50 3.00 Shoreline S5

6 15.7 1.80 2.00 Shoreline S6

7 5.0 1.78 5.00 Shoreline S7

8 7.6 1.50 4.00 Shoreline S8

9 15.7 1.80 2.00 Depth D9
Shoreline S9

Table 1. Tests and surveys. 
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For greater depth, fluctuations of the bed were characterized by long undulations near the initial profile, 
with the formation of bars (visible on the graph).  

To understand global sediment transport occurred in the model, an analysis was conducted by 
subtracting from final to initial bed elevations. 

Interpolating the resulting values, it was possible to draw the bed elevation change map (figure 4). 
This map shows sediment erosion areas 
(negative values) and store areas (positive 
values) with a colour scale. Initial and 
final shorelines have been drawn with 
clear and dark curves respectively.  

To fill the triangular area over 
Y=28m where there are no bed elevation 
data, the same profile as that at Y=28m 
(on the corresponding X values) was 
assigned to the right boundary. In this 
way, assigned elevation data are 
undervalued. From figure 4, it is possible 
to understand the importance of sediment 
erosion on the emerged and submerged 

beach near the shoreline on the left side of the model, where scour amounts maximum value equal to 
160mm, corresponding to 2.4m in the prototype scale. It is important to consider the fact that this effect 
is so strong due to the lack of nourishment from the left side. 

On the right side of 
the model, the vast area 
of sediment store is 
evident, with a maximum 
increase of 90mm (1.35m 
in prototype scale) at 
Y=26÷28m between the 
first and the second 
stretch of the initial 
profile (X=5.2m). In this 
zone, longshore sediment 
transport found an 
impermeable barrier due 
to the presence of the 
right boundary. This 
generates a circulation 

current which is bound for the offshore direction along the boundary. Thus, it produces the sediment 
store which is so visible in figure 4. In the same figure, a succession of sediment store areas along the 
line between the first and the second stretch of the initial profile is also clearly visible. This succession is 
a clear sign of rip currents generation (arrows in figure 4). 

In addition to bed elevation surveys, for each test shoreline surveys were carried out. Figure 5 
shows the sequence of the shorelines in a deformed scale graph. In the legend, a list of shoreline surveys 
with relative last wavy attack information (significant height and duration) is shown. 

The moving back of the shoreline at low values of Y is evident (about 1.8m corresponding to 27m 
in prototype scale, at Y=2m). On the right side of the graph, curves intersected because of the moving 
forward of the shoreline at high values of Y, even if it is not so evident in the graph due to the lack of 
surveys for Y values higher than 28.18m, as mentioned above. 

Fig. 3. Initial and final profile (at Y=18m). 

Fig. 4 Bed elevations change map 
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To evaluate shoreline evolution, the emerged beach area was calculated for the initial one (as the 
area between shoreline and X=0). Dividing this by 26.18m (the length of the surveyed shoreline), an 
initial position reference value, X0, was obtained coming from a rectangular area. This procedure was 
carried out for each shoreline; thus every Xi value was compared with X0, using a Xi/X0 ratio which was 
correlated with the wave energy flux evaluated at the generation zone (figure 6). 

Figure 5. Sequence of shorelines. Figure 6. Shoreline evolution correlated with the energy 
flux.

The graph in figure 6 shows the progressive moving back of the shoreline, which is rapid in the first 
tests due to the non-natural initial bed configuration. In later tests, the shoreline evolution slowed down 
until it reached a condition near to equilibrium. 

The curve ended with Xi/X0=0.605 corresponding a 39.5% decrease of the distance between the 
shoreline and the Y axis. From figure 5 the progressive clockwise rotation of the shoreline is also clear 
which tends to assume a parallel to the incident wave direction. 

Finally, our analysis allows us to deduce that in a 3D model, the shoreline of an initial profile in a 
"non-equilibrium condition" under oblique wave attacks reaches a condition of "quasi-equilibrium" fairly 
rapidly due to longshore currents. A comparison with a 2D model presented in literature showed that, 
with an equal energy flux, the condition of equilibrium of the shoreline is reached more slowly due to the 
absence of longshore currents in 2D models. 
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Introduction  

Since 1975, the Trani coast south of Capo Colonna has been subject to erosion and cliff collapse due to 
anthropic activity along its shoreline, together with the more general problems of disappearing coastline.   

The beaches along this shoreline have shown a marked tendency towards erosion to the point where 
they are so reduced in size as to threaten both their use as bathing areas as well as their important role in 
protecting the cliffs overlooking the beaches from wave attack.   

As a result of the clear damage being caused, a decision was made to realize a system of ten 
breakwater barriers parallel to the coastline, joining another two barriers which had been realized ten 
years previously in front of Lido Colonna. 

The present work deals with the morphological response of shoreline and sea bottom in the 
nearshore region to a system of emerged breakwaters. 

1.  Field results 

In a first phase, five emerged breakwater barriers were constructed in the southernmost area of the zone. 
The 80m long barriers rose to 0.5m above sea level and had 30m gaps between them. They were built on 
a seabed depth of 3m at a distance of approximately 150m from the coastline (Fig. 1). The seabed 
offshore the shoreline under study, according to morphological readings using a sidescan sonar, is 
characterised by sand sediment with fine to medium granulometry on a substrate of calcareous rock. 

The seabed offshore the shoreline under study, according 
to morphological readings using a sidescan sonar, is 
characterised by sand sediment with fine to medium 
granulometry on a substrate of calcareous rock.    

The barriers were built in order to reduce the wave force 
on the cliffs, thus reducing instability and helping create a 
sandy shore to add to the protection of the cliffs.

Building work on the first five structures was completed in 
November 2002, while the second phase of five barriers was 
carried out in 2004. 

The effects of the five emerged barriers on the shoreline 
were studied in detail using GPS topographical surveys in 2001 
(immediately before work started) and again in 2003, 2006 and 
2007 after work was completed.  

In the period prior to barrier construction there was a near total absence of beach area to the point 
where 2001 saw the beach reduced to two strips of sand divided by the sea, each with a length of 
approximately 100m and a width of approximately 10 metres.  

Figure 1. Planimetric layout of the 
protection barriers.

Emerged 
breakwaters



Following the breakwater construction, the shoreline showed a gradual but continuous 
improvement; by 2005, the two small beaches had advanced by 20m (east beach) and 10m (west beach) 
respectively. In 2007 this progress continued and the two beaches are now joined by a strip of sand. The 
advancing coastline registered between 2001 and 2007 can be observed in figure 2. 

 An analysis of sand samples taken from the beach during a sedimentological study in 2006 shows 
that from a granulometric point of view, the sediment shows a fairly regular distribution with medium 
value diameters indicating the presence of prevalently medium sized sand grains.  

The evolution of the seabed was studied comparing bathymetry levels acquired with a Multibeam 
Reson Seabat 8125 sonar over the work period from 2001 (before work started) and in 2003, 2006 and 
2007 after work was completed. 

Before the barrier work was carried out, the seabed showed a fairly regular trend with slopes of 
around 1%. However, in 2003 at the end of the work phase, the first substantial changes to the seabed 
could be seen. In the course of studies carried out in 2006, following a significant rise in the seabed level, 
it was not possible to carry out the planned navigation route near the barriers as the minimum seabed 
level needed for the craft carrying the sonar equipment had been exceeded.  Indeed, comparing the 
results of 2001 and those of 2006 (Fig. 2), a significant accumulation of sand immediately beneath the 
barrier can be observed with a rise in the seabed of between 1.5 to 2 metres.

Figure 2. Comparison between bathymetric results carried out between 2001 and 2006 showing the 
advancing coastline

Furthermore, the presence of typical morphological phenomena caused by the surface barriers are 
highlighted. Indeed, one can note the presence of erosion trenches with a typical flame shape at the gaps 
between the breakwaters, where the seabed dropped by nearly 3m, reaching a rocky substrate which 
reached a depth of nearly 6m in that area. The fact that the rocky bed is reached is confirmed when 
comparing the results of 2006 with those of 2007 which show stability in the seabed between the gaps. 
The results also highlighted the localised erosion caused by particularly intense currents on the barrier 
heads (typically crescent-shaped erosion) and in the area offshore the structures.

SHORELINES
              2001 
              2005 
              2007   
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The seabed in the protected zone, on the other hand, showed a general rise. It should be underlined 
that the sand has a medium to fine granulometry with  of between 1.6 and 3.  

A “natural” relationship between medium grain dimensions and depth can be noted; indeed, the 
largest sediment particles were present on the beach and on the shoreline while, moving towards deeper 
zones, sediment particles of smaller dimensions were found, always showing variations within the 
parameters of medium and fine sand (fig 3 a-b).

Figure 3a. Location of samples Figure 3b. Relationship between depths and 

2.  Empirical relationship 

Moreover, the present study applied methods referred to in literature such as those used by Suh and 
Dalrymple (1987), Pope and Dean (1986), and Dally and Pope (1986), in order to evaluate the 
morphological behaviour of the breakwaters to verify their capacity in reproducing the results of the 
analysed shoreline. Particular attention was paid to the development of the beach.

In 1987 Suh and Darlymple carried out studies on physical models and compared their results with 
prototypes in order to develop a model to predict the salient Xs. These are as follows:

Xs / X =14.8Lg X / Ls2 exp(-2.83 (LgX/Ls2)0.5)
where:
Xs = distance from the shoreline without the breakwater to the tip of the salient 
X = distance from the shoreline without the breakwater to the breakwater 
Lg = gap length between adjacent breakwaters 
Ls = breakwater length 
Table 1 shows input values in the model and the predicted value Xs. 

Table 1. Suh and Dalrymple model input and output
X (m) L (m) LG (m) Xs (m) 
150 80 30 145.48 

Pope and Dean (1986) suggested that beach response to a segmented breakwater field is a function 
of two dimensionless parameters: the structure length to gap ratio (Ls/Lg) and the effective distance 
offshore to depth at the structure ratio (Y/Ds). The breakwaters in exam belong to  the salients region, as 
it can be seen in figure 4. 

Dally and Pope (1986) suggested that beach response to a multi-segmented breakwater field is a 
function of four variables: the structure length Ls, distance offshore Y, gap width Lg, and the wavelength 
Lw at the structure. The distance offshore is the distance between the mean high water shoreline and the 
seaward toe of the structure. The wavelength at the structure is a function of the water depth at the 
structure, Ds, and the average wave period.  

Dally and Pope stated that a tombolo will form behind a segmented breakwater if Ls/Y > 1.5 and 
Lw  Lg  Ls and a salient will form if 0.5  Ls/Y  0.67. Uniform beach protection is predicted if Ls/Y 

 0.125. In this case the ratio Ls/Y (Table 2) is included in the range of  salients.  
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Figure 4. Pope and Dean segmented breakwater relationship

Table 2. Dally and Pope model input and output
Y (m) Ls (m) Ls/Y 
150 80 0.53 

The examined breakwaters have resulted in a significant sand accumulation forming a salients in 
their lee and the applied theories agree that this should be the predicted response.
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Introduction  

The objective of this contribution is to present and discuss the medium-term morphological evolution of 
the shoreline of Erice, that has undergone a remarkable regression between 1960 and 1980 because of 
human interference on the shoreline.  

The area which was examined, is situated in the western part of the Sicily, immediately North of 
Trapani (Fig.1). 

Figure 1 - Geographic location of the coastline of Erice, showing Sicily, the 
whole western sector and the studied stretch limited by the two headlands and 

the provincial road.
The studied stretch, oriented N – S, extends for approximately 1,4 km and it is limited by two 

headlands on which in a recent past, two tonnare (deposits for the boats and working place for fishermen 
of tuna fish) were present: to the North the Tonnara of San Cusumano and to the South by Punta Tonnara 
San Giuliano; the included beach, which is mostly sandy gets narrower from South to North, reducing 



itself from about 70 to 20 meters, it is limited landward by the Provincial Road No.77 (SP 77), that has 
taken the place of the humid areas and the existing dunes, eliminated to create it.  

The submerged beach shows a sandy bottom that slopes regularly downwards to approximately - 4 
m; here  a non continuous series of rocky pavements outcrop is present reaching a depth of 
approximately -8 m, except in the northern part of the coastline, where the bottom profile is characterized 
by a greater slope that denotes its erosive condition. A thick Posidonia field is present along the whole 
area at a depth of approximately 13 - 15 m. 

The analysis is based on the outcomes of the study of the wave climate and solid load and the 
qualitative analysis of the evolution of the shoreline from 1840 till now. 

1.  Wave climate and sediment transport analysis 

For the elaboration of the wave climate both the wind data set of the Station of Trapani - Birgi, using an 
indirect method (Hasselmann, 1973; Leenknecht, 1992), and the available wave data set (from 2004) by 
the buoy of Capo Gallo (Palermo), belonging to  the Rete Ondametrica Nazionale (RON), characterized 
by a wave movement exposure very similar to the one of the coast of Erice, being exposed to sea storms 
from the IV and the I quadrants, have been analyzed. 

The use of these two sources has allowed a reconstruction of the historical sequence of the waves 
appearing on the shoreline for a very remarkably period from a statistical point of view. 

The frequency analysis of reconstructed sea storms showed that the waves beating against the 
coastal area actually come from the IV quadrant, with a slight dominance of waves from WNW, 
characterized by a high intensity, rather than an elevated regularity. In order to determine the 
characteristics of transformations from off shore waves to coastal waves, the REFDIF1 v3.0 model was 
used (Kirby et al., 2005) allowing the simulation of the diffraction processes; this model was ran using 
the values of energetically equivalent wave height with a time return of 50 years. 

The information regarding off shore depths was taken, from  the nautical maps of the area produced 
by Hydrographic Institute of Marine (IIM) in 1988 and in 1992, for a detailed analysis of the bathymetry 
of the area closer to the shoreline (up to a  depth of -15m) a specific bathymetric survey was carried out 
by single - beam echo sounder associated to a positioning system GPS/RTK (the study was funded from 
Sviluppo Italia S.p.A. to the University of Messina in April 2006). Using the same GPS/RTK  the survey 
of the emerged beach was carried out too. 

A first evaluation of the morphodynamic behaviour of the examined shoreline was carried out by a 
mathematical model that estimated the solid load showing that the long shore capacity was concentrated 
in the surf zone and depended on the flow of a parallel energy to the coastline. 

The example was applied to energetically equivalent wave, with the consequence that the flow of 
energy that determines transportation, did not refer to every single sea storm that had really hit the 
coastal area but to average annual values. Keeping in mind how often the wave movement occurs 
because of its different directions, the application of the model clearly shows that the longitudinal 
transportation of sediments is directed towards SW, with a reversal of the current just North of the 
Tonnara San Giuliano. This seems to be a sedimentation point. 

The information, collected during the survey confirms the results, showing a sedimentation in the  
submerged beach in the South part of the stretch, shifting towards the bathymetric of - 5 m (Fig. 2). This 
evidence due both to the dynamics of the shoreline and to the geomorphology of the on shore bottom, 
shows that a great quantity of sediments eroded from the emerged beach, is in fact deposited in this area. 

2 Shoreline evolution 

The evolution of the coastline was estimated by comparing the historical sequence of some cartographies 
which were available of the area (Fig. 3). Starting from the first historical reference of the shoreline, 
since the 40s no erosive phenomenon had  been evidenced. A deterioration of the coastline had been 
observed in the subsequent years with an increase of the erosive phenomenon from 1970 to 1994. 
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Figure 2 - Digitised map of the coastal area of Erice, based upon two different bathymetric maps, 
published between 1988 and in 1992 obtained from I.I.M. was compared with the survey realised in 2006. 

During that period, the beach had retreated approximately 50 meters in the southern part and 
approximately 70 meters in the central and northern part, with an average retreat of approximately 2.5 
meters per year. 

The beach which is being eroded, as shown by the vibracore, that have not reached the substrate, is 
formed of a consisting sediment package that testifies the substantial stability of the system.  

Furthermore the submerged coastal system is also characterized by the presence of submerged 
natural stiff structures placed respectively between -2 and -5 meters that have contributed in the damping 
of the incoming waves, limiting the trend of regression of the shoreline. In the past, the system has got 
worse because of  the morphological conditions which have been narrowed between a low carbonate cliff 
and the sea.  

These sediments shift towards South, but they cannot be stable in the southern part sheltered by 
Capo San Giuliano, as the strong winds of the IV quadrant and, mainly those of approximately 300°, 
exceed the natural submerged structure of protection and move towards the open sea. In the South area, 
instead, the sediments are held up by rocky surfaces and do not dissolve towards the open sea. Therefore 
the presence of Posidonia field and the shoreline, continue to occupy a range of roles belonging to a 
seasonal change. In this system which is strongly influenced by man interference, it is possible to see 
how the Posidonia field, has actively contributed in limiting the dispersal of sediments towards off shore, 
creating a sedimentary cell limited also by the two headlands and the beach itself. 

At the moment, as is shown by the geomorphologic survey carried out during this research, the 
progressive trend of the beach is erosive, even though it has eroded less than during the past years. 

In fact, even though it is possible to find an erosive phenomenon that has interested the sandy coast 
above all in the northern part, the major part of the coastal territory was lost because the human 
occupation of the land rather than because the erosion of the shoreline itself. Following the survey 
carried out along the shoreline, soft protection interventions were proposed (nourishment without 
protection or with a slight protection). 
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Figure 3 – Recent shoreline evolution of the studied stretch. 

Considering this particular system, it would be absolutely positive if the administration refused to 
take part in any system of passive defence and activate a system of annual management, favouring a 
limited nourishments of a few thousand mc of material at the beginning of the bathing season. These, 
within a long-term monitoring and management program. could determine in an improvement of the 
actual structure of the beach leading to an irrelevant environmental impact. 

The main critical point of the system is placed on the North end. Here a gap in the system of natural 
protection gives rise to a longshore tractive current towards South that erodes and transports the 
sediments in that direction. To limit the existing northern current towards south, an "artificial 
consolidation" of the submerged natural barrier could be created using cycloptic rocks from the nearby 
quarry of Custunaci (area leader in Sicily for lime stones quarries). 

This protective system, inline with the standard defence systems, with a low environmental impact 
and  above all a strong interest on behalf of  the local administration , would give the present situation 
stability, but could certainly still not be defined as strategies of “adaptation" as learnt during the lessons 
held by European programs (EUROSION, 2004; M.E.S.S.I.N.A., 2006) and engaged by politics, 
considering the Global Climate Change. 
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Abstract   

The present study identifies and in short discusses technical and environmental  aspects related to coast 
accretion by means of sea sandpits. Particularly, characteristics of sea sandpits and dredging systems 
were analyzed in depth. Moreover, environmental impacts were identified with regard to sand extraction 
and transport for coast accretion. 

1. Sea sandpits and coast accretion 

Coastline withdrawal derives from an interaction between sea and land physical factors producing 
erosion or submersion of wide coastal areas. These variables can be defined mainly as wave motion, sea 
level rise, subsidence, sediment supply decrease. Particularly, shores are the most critical and vulnerable 
coastal system due to progressive change of sediments balance; besides, the sediment lack is also 
enhanced by existing anthropic facilities and activities as well as economic importance of shores. 

Accretion is a technical option for coast protection consisting in beach reconstruction by means of 
suitable materials. These materials can come from riverbeds, seaboards or sea sandpits. Accretion is 
characterized by a lot of advantages from an environmental and economical point of view, in comparison 
with other technical solutions (Benassai, 2001; APAT, 2007). 

Nevertheless, coast accretion needs great quantities of sand cheaply. Besides, restrictions and poor 
availability of materials from quarries and riverbeds have involved identification of alternative supplying 
sources. As a result, sea sandpits seem to be a possible solution of the problem. Particularly, the 
European Project SANDPIT explains that massive mining of sand from the middle and lower shoreface 
in large-scale mining and borrow pits/areas will be required in future in many European countries. For 
example, around the North Sea and the Mediterranean Sea, mining of sand will be required to feed 
beaches and coastal dunes so to  face coastal erosion for sea level rise. Moreover, restoration of land and 
realization of artificial islands (for industrial purposes such as ports and airports) in coastal seas are other 
activities that require substantial quantities of sand for relative construction. As a result, European 
Project SANDPIT specifies that the volume of sand required in the near future (10 to 20 years) will 
fluctuate between 100 and 1,000 million m3 per country surrounding the North Sea. That is, existing and 
new sea sandpits have to be explored, characterized and exploited. 

Sea sandpits are sedimentary deposits lying on the continental shelf until to depth equal to 100 m. 
Their main requirements are (Nicoletti et al., 2006; APAT, 2007): 

- thickness > 3 – 4 m; 
- suitable granulometry; 
- depth between 30 and 70 m, less than 100 m anyway; 
- significant areal extent; 
- available cubage (also more than 3,000,000 m3);
- surface without encrustations;
- closeness to beach. 



Two dredging systems can be identified: cutter suction dredger and  trailing hopper suction dredger. 
The first one allows sand extraction realizing hollows with sub-circular shape, depth in the range 2 

– 20 m, diameter between 20 – 100 m; the second one is characterized by formation of parallel gullies 
with depth of 0.5 – 2 m and width of 1 – 5 m.   

Sand nourishment can be carried out either directly from dredger (pumping a mix of water and 
sand) or by means of specific sand pipeline. 

During dredging and accretion phases, the main environmental problems are related to 
morphological and bathymetric changes of sea bottom and coastline, turbidity (formation of turbidity 
plume) and sediment loss, impacts on benthos (due to burial for example), impacts on economic 
activities such as fishing. 

    2. Conclusive remarks 

With regard to the growing problem of costal erosion , accretion resorting to sea sandpits seem to be 
an alternative solution for beach reformation. Application of this option has to take in account some 
aspects, such as environmental impact, costs, social factors, life of protection system. Particularly, sea 
sandpits research calls for specific bathymetric investigation in order to assess the real and suitable 
applicability of this solution. 

With regard to the massive future mining of sand and the relative impacts, the mining areas need to 
be situated in the offshore shoreface zone to minimize the effects of nearshore coastal erosion (APAT, 
2007). Besides, sandpit mining will be progressively more expensive at greater distances from the shore. 
As a result, further studies are necessary in order to find the optimum and suitable solution between 
effect on the coast and mining costs and impacts. 

At last, significant attention has to be focused on siting of new sea sandpit with regard to legal sea 
uses, such as protected sea areas, facilities (offshore constructions, pipelines), anthropic activities 
(mariculture), special area (military zone). So a preliminary in-depth cartographical analysis is necessary 
(Nicoletti et al., 2006).   
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Abstract 

It is possible to define the risk as a function of the probability of a harmful situation occurs in a zone and 
in a defined range of time (hazard concept), of the ability of a territory to  resist to the event 
(vulnerability concept) and of the damages suffered by the territory itself:  

R = H*E*V 
where,

R = Risk, possibility of a loss 
H = Hazard; probability of occurring of an event 
V = Vulnerability; possibility of an object to suffer damage by an event 
E = Economic loss; economic, human, environmental value assessment for the potentially involved 
territory. 

According to the literature  (Arcilla et al., 2000, De Girolamo et al., 2000) the evaluation of  Coastal 
Erosion risk is possible through the analysis of a multidisciplinary geo-indicators set, in the aim of 
describing the physical, environmental and socio-economic factors participating to the definition of “V” 
and “E”. 

Before  stating the “R” assessment, it is necessary to define the territorial extension, both for 
determining the “scale factor“ and, above all, for individuating the UTO (Homogeneous Territorial Unit 
from a geo-morphologic point of view).. As concerning coastal erosion risk assessment, the evaluation of 
“H” leads the determination of the coastal dynamic mechanisms acting on the analyzed territory, taking 
into account of physical characteristics of the coast and the wave motion mechanism, both indispensable 
to know the homogeneous sectors in which the examined zone should be subdivided.       

A first analysis aims to understand the constrain entity (Hazard), represented by the  meteo-marine 
condition  insisting on the territory; secondly the vulnerability (V)  evaluation is to calculate utilizing the 
geo-indicators. Among the geo-indicators used to determine the “V” factor, those containing the 
information exploited during the coastal dynamic analysis will be also included. 

Among the “V” geo-indicators you find the indicators defining the “E” factor which , as explained 
before, consider the socio-economic and environmental components for evaluating the economic loss. 
You could also consider those as “socio-economic vulnerability” indicators. There is a slight difference 
between the geo-indicators used to determine the morphologic vulnerability “V” and the socio-
economical  ones used to determine “E”; in fact, for evaluating the coastal erosion vulnerability you 
should introduce a set of geo-indicators spreading to various parameters even different to those that 
strictly concern the morphological aspects from a physical point of view (beach slope, sand composition, 



etc.), but aimed to analyze the cause-effect relationship of  human activities  and the consequent 
variations of coastal  morphodynamic equilibrium.  

A similar problem will be faced when you should define the geo-indicators set for evaluating the 
“H” factor; they deal with the same topic of the indicators that treat the morphologic vulnerability. 

The paper reports an application of the method applied to a sector of coast located in Puglia (Italy) 
between the municipalities of Barletta and Margherita di Savoia.  

The set of geo-indicators has been defined starting from those found in literature. Through a tough 
and long selection, the number of potential indicators has been reduced, by a combination of those with a 
similar meaning and deleting others not really useful on the purpose. The final set has been carried out 
by adopting a classification criteria which takes into account of the fundamental proprieties that make the 
indicators useful for the calculation of the risk of coastal erosion.   
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Abstract   

This work was carried out under the auspices of a research project funded by the Italy-Albania INTERREG 
IIIA programme which also involved analysing the coastal dynamics along selected stretches of the 
Albanian coast, especially between Cape Rodoni and Bishti i Pallës just north of Durrës (Fig.1). 

Figure 1: geographical location of the sites 

The feature of particular interest which drove the authors to analyse this site in greater depth lies in the 
striking similarity between this stretch of coastline with another in Apulia which they had previously 
studied, lying between the towns of Barletta and Margherita di Savoia (Damiani et al., 2001; Magnaldi et 
al. 1997; Ranieri, 2006). Both coasts feature a mainly sandy shoreline with very similar grain sortings, as 
well as featuring the mouth of a sizeable river. Further to that, the two coastlines are almost opposite 
each other, with very similar sea states, and so are practically mirror images of each other (Figs. 2a and 
2b).



Figure 2a: Polar diagram of annual sea-state conditions 
off the mouth of the Ofanto River  

Figure 2b: Polar diagram of annual sea-state conditions 
off Capo Rodoni. 

Over the last century, the stretch of Apulian coastline where the Ofanto meets the sea has undergone 
constant transformation, having been subjected to massive intervention on the part of Man. The main 
transformations include enlarging the harbours of both towns, and works carried out in the Ofanto basin, 
constructing numerous weirs along the main stem of the river and its tributaries and transforming its 
banks. Add to that the intense urbanisation of the coastal strip.

The most obvious consequence of these works has been widespread instability caused by the 
erosion process (Figs. 3a and 3b), both along the seafront road between Barletta and the river mouth as 
well as close to the nearby coastal settlements. Dealing with the problem has involved numerous and 
costly defence works, which given the lack of proper planning and management, have not had the desired 
effect. Moreover, considerable nourishment has occurred in areas adjacent to the harbours. 

Figure 3a. The coastline between Barletta and 
Margherita di Savoia, 1931- 1954

Figure 3b. The coastline between Barletta and 
Margherita di Savoia, 1954-1997
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A similar phenomenon has occurred along the Albanian coast at the mouth of the Erzen river. The 
mouth has already migrated leewards in a similar way to that observed for the Ofanto between 1950 and 
1970, and later the erosion process began in earnest , with the 1990s seeing significant retraction of both 
river mouths - the Ofanto by around 500m, and the Erzen by no less than 850m (Fig. 4). Furthermore it 
has been observed that the erosion phenomenon is still ongoing.

Despite the relative lack of historic cartographic materials, due in part to the difficulty of purchasing 
documents from the national archives, the coastlines for 1952, 1978, 1985 and 2005 have been acquired. 
Also, a campaign of bathymetric surveys has been carried out in order to learn about the recent evolution 
of the underwater terrain, and a number of satellite images have been acquired in order to understand the 
current status of the coastline. Characterisation of the sea state off the Bay of Lalzi was carried out using 
recordings from 13 years of observations, covering the period between January 9th 1992 and 31st 
December 2004, as reconstructed by the Dutch company ARGOSS (www.argoss.nl). 

Figure 4: evolution of the mouth of the river Erzen in the Bay of Lalzi - the coastline in 1952, 1978, 1985 and 2005 

The similarities between the two sites make it possible to carry out a morphodynamic analysis of the 
Albanian coast, helped by the previous analyses from Apulia, and with the aid of one-line models. 

The model used, known as "Genesis" is an application of the "Nemos" model, which uses the 
CEDAS software (ver. 4.03) licensed from Very-Tech Inc. 

As mentioned, the software was first calibrated by analysing the coastal dynamics along the stretch 
between Barletta and Margherita di Savoia. For this site, the evolution over time of the river mouth had 
been properly simulated using the "Beachplan" model from the Seawork software package created by H 
R Wallingford Ltd (Oxon, UK). Analysis led to an interesting comparison of the use of these two 
software packages, highlighting both their advantages and their drawbacks.

The simulation over time of the trends affecting the Albanian coastline was on one hand facilitated 
by this calibration work using the Italian case study as a model, but by contrast it also suffered from a 
lack of data, such as those regarding the transport of river sediment. In any case, we managed to analyse 
both coastlines, demonstrating their considerable behavioural similarities. 
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Abstract 

The aim of this work is to assess the potential and limits of SAR procedures for the retrieval of wind 
fields in marine coastal areas. Two coastal sites in the Mediterranean Sea offshore Puglia (Italy) region 
were instrumented to collect marine and environmental parameters, including the wind speed and 
direction. Co-located C-VV high resolution radar images gathered by the Advanced Synthetic Aperture 
Radar (ASAR) onboard the European ENVISAT satellite during 2007 were analyzed to retrieve wind 
vectors.

1. Introduction 

In the past years microwave scatterometry of the marine surface had greatly contributed to develop 
reliable semi-empirical forward scattering models that relate the normalized radar cross (NRCS) of the 
sea surface to the horizontal surface wind speed and direction 10 m above the sea level. Among others, 
the model called CMOD-4 (Stoffelen and Anderson, 1997, 1997a), developed by ESA, was found to 
perform with high accuracy in predicting the C-VV NRCS given the wind vector as input. Inversion of 
this model allowed wind field estimation with accuracy of 2 m/s for the velocity and 20° for the 
direction over a spatial scale of about 50 by 50 Km (Stoffelen and Anderson, 1993). When applied to 
SAR data, inversion of CMOD-4 gave similar results after spatial average of 25 km for backscatter 
(Wackerman et al., 1996; Fetterer et al., 1998). These values are relevant to deep water, open sea areas, 
well far from shorelines. 

In this paper we exploit the SAR NRCS from coastal, shallow waters areas in order to compare the 
retrieved wind speed and direction from standard inversion technique with co-located wind vector 
measurements. Due to the vicinity of the coast, the selected SAR windows were limited to a few Km. 

The objective is to evaluate SAR capability to estimate wind fields in conditions far from open sea 
environment.

2. The SAR Wind Inversion Procedure 

The CMOD-4 backscatter formulation is based on the following functional expression (Moore and Fung, 
1979; Stoffelen and Anderson, 1997): 

6.1)]2cos(),10(2)cos(),10(11)[,10( WbWbWobo         [1] 

where o  is the NRCS and (W10, ) is the neutral wind vector 10 m above the sea surface; the wind 
direction, , is measured from up-wind with respect to the radar antenna; the parameters bi depend on 
W10, the frequency and the polarization of the incident radiation and the incidence angle of the radar 
beam .

Wind maps obtained by SAR imagery are the result of the inversion of the CMOD model. The 
scheme utilized in this work to invert the CMOD’s is based on a Bayesian approach which minimizes the 



following cost function, as originally proposed by Portabella et al. (Portabella et al., 2002): 
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where o
SAR  is the NRCS measured on the SAR image and o

MODEL
 is the NRCS predicted by the 

CMOD model being used with the trial wind components (UTRIAL,VTRIAL) as input. The error o
SAR

represents the average NRCS variability within the selected SAR window. The ECMWF wind 
components (UECMWF,VECMWF) are used as guess input after assigning them the uncertainty UECMWF = 

VECMWF = 1.73 m/s. As the above uncertainty is believed realistic for points located well far from the 
shorelines up to about 15 Km, it should be considered in this study as the lower bound limits for 
ECMWF wind speed accuracy. 

3. The Dataset 

The inversion procedure was applied to SAR imagery gathered over two marine test sites offshore Puglia 
(Italy) coasts that were instrumented to collect on a continuous basis physical and chemical marine and 
atmospheric parameters, which include waves, currents, water and air temperature, wind speed and 
direction, air pressure. The test sites are located in the Ionian Sea offshore Taranto (TA) and in the 
Adriatic Sea offshore Margherita di Savoia (MS). The buoys were placed in shallow waters of depth 
about 17 m for TA site and 13 m for MS site at a distance from the coast of approximately 3 Km. 

The wind fields estimation was carried out on 59 ASAR images acquired by the sensor onboard the 
ESA ENVISAT satellite during 2007 starting from February. 

In particular, Image Mode (IM) and Wide Swath (WS) images, characterized respectively by a pixel 
size of 12.5 m and 75 m, were considered. The whole dataset consists of 15 IM and 19 WS for TA and 
12 IM and 13 WS for MS. 

Wind speeds measured by the anemometers were collected every hour at the height of 8 m for TA 
site and 2.5 m for MS site, respectively. In order to compare with corresponding ASAR estimated wind 
vectors, the measured wind speeds were converted into neutral winds at 10 m height with the LKB 
algorithm (Tang and Liu, 1996) and then linearly interpolated in time in order to report at the ASAR 
acquisition time. 

The ECMWF 10 m wind vectors were available every 6 hours at spatial resolution of 0.1°×0.1°. In 
order to make them suitable as first guess input to the inversion scheme, they were interpolated in space 
to the buoy location and in time to the correspondent ASAR overpass. 
Finally, the ASAR wind vector estimation was carried out after selecting image portions of 2.5 by 2.5 
Km centred on the pixels corresponding to buoy locations. 

4. Results and Discussion 

The scatter diagrams of Figure 1 show the correlations between the ASAR estimated wind speeds and 
directions vs. the corresponding in situ measurements using CMOD-4. The inversion procedure was 
initialized using both the ECMWF winds (Fig. 1b) and buoy winds (Fig. 1c) as well in order to assess the 
sensitivity of the inversion scheme to the quality of the guess. 

As can be seen in Fig. 1a, the two selected first guess inputs are quite dispersed. Although the root 
mean square error (RMSE) of wind speed is reasonable (2.03 m/s), the wind direction shows a very large 
scatter of about 85.17° (see the first row of Table I and II, respectively). This was expected because 
ECMWF winds were interpolated both in space ( 5 Km) and in time ( 3 hr) in order to collocate them to 
the buoy position and the ASAR time overpass. In contrast, buoy data differ no more than half an hour in 
time with ASAR acquisition time. 

When applied as first guess to the ASAR inversion procedure, the results show that microwave 
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information provided by ASAR hardly corrects the ECMWF guess input. Indeed, ASAR inverted wind vectors 
resulted more dispersed with respect to buoy winds (compare RMSE of second row in Table 1and 2). 

Figure 1. Scatter plots representing: the relative dispersion of the ECMWF and buoy wind speeds and directions used 
as guess input to the SAR inversion procedure (a); the ASAR retrieved wind speeds and directions with CMOD-4 vs 
corresponding buoy measurements using ECMWF data (b) and buoy data (c) as first guess input. Regression lines 
(dashed) and bisectors (continuous) are also represented. 

It can be concluded that minimization of cost function given by [2] is strongly dependent on the 
initial guess. Assuming buoy data as representative of the actual atmospheric conditions during ASAR 
overpasses, the corresponding wind retrievals resulted reliable and accurate within CMOD-4 capability 
to account for backscatter. With reference to the values of Tables 1 and 2, comparison with ECMWF 
wind data showed that both the wind speed RMSE and the mean bias error (MBE) slightly decreased 
from 2.08 m/s and –0.13 m/s to values of 1.85 m/s and +0.02 m/s. Finally, there is only a slight 
improvement of the correlation coefficient r2. On the other hand, the decrease of wind direction RMSE to 

28° from 87° (and the corresponding increase of r2) could be assigned to the fact that wind directions 
from buoys were used as first guess. The latter result may be explained by considering that the forward 
scattering model shows a greater sensitivity to adjust the wind speed rather than the wind direction in 
order to allow the cost function to get a minimum. 

Furthermore, the accuracy of both wind speed and wind direction retrievals compare well with the 
values reported in the literature (Wackerman et al., 1996; Fetterer et al., 1998; Kerbaol et al., 2007). 

Table 1. Statistical analysis of wind speed retrievals using ECMWF data (second row) and buoy data (third row) as first 
guess. The first row shows the representativeness of the ECMWF and buoy wind data considered as reference data 

WIND SPEED RMSE
(m/s) 

MBE
(m/s) q m r2

ECMWF – Buoy 2.03 +0.31 1.88 0.51 0.50 
ASAR – Buoy 

(ECMWF guess) 2.08 -0.13 0.64 0.89 0.60 

ASAR – Buoy 
(Buoy guess) 1.85 +0.02 0.73 0.84 0.63 

(a) (b) (c)
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Table 2.  As for Table I, but relevant to wind direction retrievals. 
WIND

DIRECTION
RMSE

(°)
MBE

(°) q m r2

ECMWF - Buoy 85.17 +7.68 94.73 0.37 0.25 
ASAR – Buoy 

(ECMWF guess) 86.82 +3.78 95.44 0.39 0.24 

ASAR – Buoy 
(Buoy guess) 27.97 +5.56 6.28 0.93 0.91 

5. Conclusions 
A recent SAR wind vector retrieval method based on a Bayesian inversion approach (Portabella et 

al., 2002) was applied to calibrated ENVISAT ASAR C-VV imagery for assessment in coastal zones. 
The validation analysis was carried out using wind measurements collected in shallow waters by two 
anemometers mounted on buoys offshore Puglia (Italy) coasts. Results show a good agreement between 
retrieved ASAR wind vectors and in situ data, in accord with literature (Kerbaol et al., 2007). In contrast, 
the inversion procedure showed that the retrievals were strongly dependent on the quality of the wind 
vector used to initialize the procedure. However, this is a promising starting point to provide accurate 
wind circulation map over wide coastal areas with acceptable spatial resolution. 
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Abstract overwiev 

IMCA (Integrated Monitoring of Coastal Areas) service is realized by a multidisciplinary 
consortium lead by Planetek Italia, supported by specialized private companies and 
Universities (IMCA partners). 

IMCA is a service providing specific products for coastal conservation planning and 
water quality monitoring. The products are based on the integration of remotely sensed data, 
mathematical models and in-situ observations. 

IMCA WebGIS was projected to pilot system to be able to distribute sample products 
providing essential information for the coastal zone management.  

1. The studied areas  

The project was realized in some areas of Puglia region, Italy. They are coastal areas of 
Isole Tremiti, Margherita di Savoia, Salento and Taranto (see fig. 1). In this areas the sensible 
sea parameter are controlled. 

Figure 1. IMCA Studied areas 

2. Material and methods 

2.1. Used instruments 

To supply sea parameters, same instruments are used. There are:  
• four buoys located in the areas of Isole Tremiti (2 buoys), Margherita di Savoia and Taranto that  
transfer in real time the acquired data to IMCA database; 
• other manual instruments that are used during the monitoring campaign by IMCA partners 
(Satlantic Profiler II, Microtops II Sunphotometer, Directional Waverider DWR-Mklll, AWAC Nortek 
Profiler, "Misuratore" CTD). 



Data that are supplied by this instruments are, for example: 
• Water Temperature 
• Conductivity
• Conductivity Ratio 
• Salinity
• Density
• Wind speed 
• Wind direction  
• Air pressure
• Air temperature 
• Relative humidity  
• Net solar radiation 
• and so on. 

2.2. Used Software Platform 

The software platform used by IMCA system is the following: 
• IMCA DATA SERVER 
It contain IMCA database, IMCA geodatabase and the raster date repository. The server has the next 
system configuration:  

o S.O. MS Windows 2003 ITA 
o MS Database SQL server 2000 
o ESRI ArcSDE

• IMCA APPLICATION/WEB SERVER 
It is the Server where data and imagines processing modules execute their operations. The used software 
are:

o S.O MS Windows2003 ITA 
o MS IIS 6.0 
o ESRI ArcIMS 

• IMCA CLIENT  
Client machine used by the backoffice operator and by IMCA users. The used software are: 

o S.O Windows XP/2000 
o MS IE 6.0 

2.3. Used Hardware Platform 

• DATA SERVER: 
o SERVER - Proliant ML370 Tower G4 (Cod. 379906-421) 
o HARD DISK - 6*145.6GB U320 10KRPM UNIVER. HOTPLUG (Cod. 286716-

B22) (total 870 GB nominal) 
• APPLICATION/WEB SERVER: 

o HP 2GB REG PC2-3200 2X1GB MEMORY (Cod. 343056-B21) 
o ML370G4/DL380G4 - XEON 3.0/2MB L2  (Cod. 378748-B21) 

2.4. IMCA Data Model 

IMCA system uses  a relational database  (RDBMS) that: 
• provides development objects and resources as stored procedures and triggers 
• ensures a transaction management mechanism on the data.  
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The communication of the elaborated data, the new input data and the relative results take place 
according to an information flow managed by the central system that provides to unambiguously identify 
the elements of IMCA system. 

The data model application domain that is associate to the system involves:  
• products/services information management; 
• users sensitive information management; 
• back office information management. 

The system uses MS SQL Server and so allows to store the front and back office information. 
Besides, the system allows to file the ancillary data for the single products. 

A series of tables serves to establish the order of use of the data in the various phases and inside the 
system of elaboration. 

Analysing the structural project status, it's derived the need to make conform the data model design 
to the national environmental technical specifications of APAT (Agenzia per la Protezione Ambiente e 
Territorio).

So, all the acquired data are stored into IMCA database that use an OST Model. This type of 
database can represent every territorial object or structure that is relative to every environmental theme 
and problem. 

Furtherly, OST Model can store a large quantity of data that arrives very quickly. In this way, the 
inside database to the system IMCA allows to insert the data related to: Buoys, Monitoring campaign, 
Ancillari data, Satellite data. 

To show data, IMCA WebGIS uses a geodatabase in which there are three feature class described in 
the following table: 

Table 1. Feature Classes 

Name Format Description 

Buoys Point The point identify the buoy and its salient characteristics 
Monitoring stations Point The point identify a monitored area, the used instrument 

and its characteristics 
Studied areas Polygon The polygon identify an IMCA studied area 

IMCA database can be updated by external users or by internal system operators. 

3. Results

To provide coastal conservation and water quality, IMCA partners produce specific map using the 
in-situ and the automatic observation. In fact, with the support of their algorithms, they are able to 
graphically represent the data supplied by the instruments. The produced maps are published on the 
IMCA Website where IMCA users can read and download the data and the maps. IMCA WebGIS has an 
homepage in which there is a briefly description of IMCA project and same links useful to access to the 
IMCA Services. 
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Figure 2. IMCA WebGIS homepage 

On the left of the homepage there are the mentioned link. In the "Prodotti" section are present the 
link to access to the IMCA products description, to the download of same applications useful to manage 
raster data and to the User Manual ("Documentazione"). From the "Ricerca prodotti" section it's possible 
to access to the IMCA Service that is useful to supply maps to the users. 

Figure 3. IMCA "Ricerca prodotti" service 
The "Dati in situ" section lets you to access to the monitoring area in which it is possible to read the 

data related to the monitoring campaign and to the automatic surveyed buoys data. IMCA System can 
receive in "real time" the buoys data and so IMCA users can view and download them to implement 
every type of study. 

The data can be displayed on the screen or can be downloaded in Excel file. 
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Abstract overwiev 

MarCoast is a 3 year project funded by the European Space Agency (ESA) with the aim of 
establishing a durable network of marine and coastal information services from remote sensing data, 
integrated with in-situ measurement, in close cooperation with national and regional authorities. The 
Water Quality Services (WQS) is addressed to users in charge of operational implementation of 
international, EU and national environmental policies, such as regional seas conventions (e.g. OSPAR, 
Barcelona Conventions), the EU Water Framework Directive (WFD), ICZM recommendations, etc. The 
current users are National Authorities (Belgium, Finland, Germany, Italy, Norway), Regional Authorities 
(France, Germany) or Research institutes (Finland, France, Germany). The services covered for the first 
two years:
• North sea, and Baltic sea and The Channel, 
• Atlantic: Bay of Biscay, 
• Mediterranean Sea: Western (French) and Central (Italian) Mediterranean coasts, 
• Black sea. 

Water Quality (Ocean color) products (Chlorophyll-a, Water Transparency, TSM, Turbidity, 
Gelbstoff absorption/yellow substance) are derived from MERIS or MERIS/MODIS Aqua data duly 
processed. Products are mainly delivered with a resolution of 1 km. 

Planetek Italia srl is coordinator for the WQS line for European sea areas and service provider for 
the Adriatic, Tyrrhenian and Ligurian seas for APAT (Agenzia per la Protezione dell'Ambiente e per i 
Servizi Tecnici). 

One of the main goals of WQS is to create an operational core of services to deliver near real time 
data from earth observation (EO) to monitoring the water quality of the European coasts. The scientific 
side includes the validation of EO data and their processing algorithms, using in situ data provided by the 
user and an attempt of regionalisation of the products. 

1. The water quality service (s3) 

The products provided by the WQS concern the monitoring of the water quality through a series of 
physical parameters as: 
• Chlorophyll-a (Chl) concentration, the main parameter for the quality of water  (WFD), 
• Total suspended matter (TSM), 
• Yellow substance concentration (YSC), 
• Water Transparency (WT), 
• Sea Surface Temperature (SST), a parameter involved in all the bio-physical processes of the sea. 

Most of the data provided by the S3 service providers are based on the data generated by the Met-
Ocean (S6) service from EO data processing. The S6 processing chain starts with the procurement of the 
EO data, then the data are processed and delivered to all the MarCoast services that use them. The 
portfolio of data available ranges from near real time observations (e.g. ocean colour, SST) to analysis 
and forecasts produced by oceanographic or atmospheric models (e.g. winds, waves, currents, 3D ocean 



temperature). The service providers so have the role of organizing this data for making them accessible 
by the users via web, through queries of date, type, geographical location and so on. 

Other data providers implemented their own processing chain from the acquisition of the satellite 
data, to the generation of the products and to the delivery via web sites. 

Both the S6 service and those providers aimed to create a continuous processing chain able to 
guarantee a continuous and often also Near Real Time (NRT) service for supporting the assessment and 
monitoring of the water quality in the European waters. That was achieved by finding innovative 
solutions for: 
• exploiting the satellite ground systems & archives to get a.s.a.p. in NRT the acquired data; 
• exploiting the physical value of EO data from MERIS/MODIS/AVHRR satellite sensors, for 
gathering the Ocean Colours parameters of interest, both using the standard algorithms 
(ESA/NASA/NOAA) and in finding alternative ones for the regionalisation of the products; 
• using the state-of-the-art technologies to make the products generated available via web and 
webGIS portals to the user community; 
• performing the validation of the parameters gathered from the EO data with in-situ measurements 
provided by the users. 

2. The PLANETEK ITALIA Service 

2.1. The Service Chain process 

For the first 2 years Planetek Italia provided the following products for the Italian coasts: 
Adriatic Service for 2006 and 2007: daily WT (Secchi Depth, m) from MERIS Level 3 data; daily

Chl (mg/m3) from MERIS/MODIS (ENVISAT/Aqua satellite) Level 3 data (1km).; Daily SST (°C) 
from AVHRR Level 2 data (1km) taken from the EOWEB  repository (http://eoweb.dlr.de: 
8080/index.html).  

Daily WT and Chl were delivered by ACRI (www.acri-st.fr), in the framework of the MarCoast S6 
service. MERIS data were processed using standard atmospheric correction algorithms applied by ESA, 
Case 1 algorithm, and Case 2 algorithms for the coastal areas, using appropriate flags [ref. 3,4].  MODIS 
data were processed using the standard NASA OC3M algorithm for Case 1 waters 
(http://oceancolor.gsfc.nasa.gov/PRODUCTS/chlo.html) 

Tyrrhenian and Ligurian sea for 2007: daily Chl (mg/m3) from MERIS/MODIS Level 2 data (1km) 
data acquired from the ESA and NASA Rolling Archives; daily SST (°C) from AVHRR Level 2 data 
(1km) taken from the EOWEB repository; daily Chl (mg/m3) from MERIS Level 1 Full Resolution data 
(300m) acquired from the ESA Rolling Archived and processed using the C2R (www.brockmann-
consult.de/beam/plugins.html) atmospheric algorithm and chlorophyll calculation, using appropriate 
flags [ref. 3,4]. 

In particular this service was the first NRT continuous service using the MERIS Full Resolution 
data, and for this reason the C2R algorithm was chosen: it is an evolution of the standard ESA one and is 
code-free so it is possible to calibrate it using in-situ measurements. 

Then 10-days, monthly Chl, WT and SST products were subsequently processed by Planetek Italia. 
All products are geo-referenced maps stored on a WebGIS portal (http://cartanetimca 
.planetek.it/MarcoastHome.asp), based on Cart@net® WebGIS solution developed by Planetek Italia, 
which offers extensive queries capabilities to find and select products by date, area, type of parameters 
and so on. The whole WebGIS is accessible from all the community, while the geophysical referenced 
maps are available download to the user. 

For the third year of the MarCoast project (2008) the Greek seas are going to be covered with the 
following products: daily SST (°C) from AVHRR Level 2 data (1km) taken from the EOWEB 
repository; daily Chl (mg/m3) and WT from MERIS Level 1 Full Resolution data (300m) acquired from 
the ESA Rolling Archived and processed using the C2R atmospheric algorithm and chlorophyll 
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calculation and an empirical algorithm for the WT, using appropriate flags [ref. 3,4]. In particular this 
service will be the first NRT continuous service systematically covering those sea areas and will use the 
MERIS Full Resolution data. 

Also new users will be involved: 
- the Greek Archipelagos (Institute of Marine & Environmental Research of the Aegean Sea) on 

behalf of the Greek Merchant Marine Ministry, 
- the ARPA (Regional Agency for the Protection of the Environment) Emilia Romagna, in the 

view of extending the utility of the MarCoast products to regional level. 

2.2. The Validation of the first year 

For the Adriatic area they were available Chl, SST and  WT in situ data (year 2006) acquired from 
the Si.Di.Mar (SIstema DIfesa MARe) Databank [ref. 5]. The Si.Di.Mar is administered by the Italian 
Ministry of Environment (MATTM) and stored all the monitoring data collected by the Regional Italian 
Authorities to respond to national and international duties (e.g. WFD, Barcelona Convention for the 
Mediterranean sea). 

For the 2007 no Si.Di.Mar. data were available. The 2006 data covered the Adriatic areas (up to 3 
km from coastline). Superficial values (0 – 0,5 m) were used for validation purpose. 

Validation assessment for the Adriatic daily products was performed using statistical analysis and 
comparison of the annual cycle (time series) [ref. 2]; for Chl a local analysis for ten locations selected by 
APAT as inter-calibration stations for the Adriatic Sea in the framework of the Mediterranean GIG 
(Geographic Inter-calibration Group for the Mediterranean region) was performed. The ten stations are 
characterised by different hydrodynamic and anthropic conditions, depending on the presence or not of 
rivers with high nutrients loads [ref. 1].  

120 coincident pairs for Chl and 91 for WT were selected from 2006 EO and in situ datasets 
accordingly to the selection criteria: same day and same geographic position. However, it is important to 
underline the intrinsic difference of the two monitoring instruments: 

Satellite and in situ data are measured at different times within the same day. 
In situ data is punctual and satellite data is obtained from the average value of the 1 x 1 km 
image element centered at the measurement site.  
Pixels nearest the coastline are often flagged. 
Two coastal stations could be included in the same pixel.  

Validation Results are available by asking to Planetek Italia.

3. Conclusions 

In the first two years the WQS of MarCoast successfully delivered products concerning the Water 
Quality assessment and monitoring of European sea areas. Within this framework Planetek Italia 
extended the area covered from the Adriatic sea (2006) to the Tyrrhenian and Ligurian sea (2007). 

In the first year it took advantage of the processing chain of the Met-Ocean service, making more 
effort in the customizing of the high level EO derived data and in their delivery through a fully featured 
WebGIS. 

In the second year it developed an own processing chain able to start from the acquisition of the EO 
low-level data, featuring also the use of the Full Resolution MERIS data, which with their 300m 
resolution are expected to give more information on the coastal areas. Also the choice of using an 
improved version of the standard MERIS algorithm, was done foreseeing the possibility of 
regionalisation of the products, by means of in-situ data. As a fundamental part of the project, the 
MarCoast Water Quality products were validated using in-situ data. 
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Planetek performed a validation of the water quality products (Chl, SST and WT) at 1km resolution 
along the Adriatic coastal area, using the available in-situ data acquired in the framework of the national 
coastal monitoring (Feb-Mar 2006 and Aug-Nov 2006). 

The validation assessment carried out through statistical analysis and time series comparison 
demonstrated:

1. linear correlation statistically significant between EO & in situ data for both parameters. 
2. a good consistency among time series between EO data and in situ monitoring for four specific 

coastal locations of the Adriatic Sea.  
These first results are promising and show as EO data could be effectively used as a monitoring 

instrument of the water quality of coastal areas [2], in integration of in situ surveys for the Adriatic sea.  

For the third year of the MarCoast project, Planetek Italia is going to maintain the current services 
and is going to add the coverage of the Greek seas. This will be the first systematic and continuous 
coverage of those sea areas with EO data, and in particular with the MERIS Full Resolution data. Finally 
for the third year the validation activities will have a very important role to confirm the positive results 
emerged for the Adriatic sea. 

In particular in-situ data are expected from three different sources: 
• the 2008 Si.Di.Mar. data over all the Italian coasts, from APAT; 
• the regional in-situ data (even historical) for the Emilia-Romagna region, from its ARPA; 
• the Aegean in-situ data, from the Archipelagos user. 

Those data will be determinant to assess the accuracy of the standard MERIS/MODIS chlorophyll 
retrieval algorithms and to perform the first validation of the C2R algorithm on Mediterranean sea and an 
attempt for its regionalisation. The final scope of those validation activities will be to proper demonstrate 
the integrated use of EO and in situ data, for responding to the WFD obligations. 
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Abstract  

The objective of this paper is to demonstrate the use of Stereo Photogrammetry (SP) measuring ship 
generated waves and to determine under which conditions they are suitable for surfing. A physical 
experiment is conducted to gain insight in ship wave behavior under specific conditions. Waves are 
generated by a hull and are measured using SP. It is concluded that the SP technique holds great potential 
in laboratory use and ship waves can potentially be used for surfing purposes.  

1. Introduction  

The idea of generating surfable ship waves in a circular pool is patented by Australian surf board 
designer Greg Webber with the aim of building a surf pool. Ideally surfing waves are not influenced by 
currents. The angle between the wave crest and the breaker line (peel angle) is the most important 
surfability parameter; this angle should range between 40° to 60° (Hutt et al., 2001).  

Ship waves are qualitatively described as early as 1891 by Lord Kelvin (Thomson, 1891). Ship 
waves can be divided in a primary and secondary wave system. The primary wave system consists of the 
bow and stern wave and the local water level set down due to increased water velocities beside the hull. 
The secondary wave system is caused by the pressure pattern due to the discontinuities in the hull. These 
discontinuities are found at the bow and at the stern, both of which emit waves. The emitted waves form 
transverse and diverging waves. Interference of these transverse and diverging waves lead to a typical 
wave pattern called the Kelvin wave pattern. Wave angles in the Kelvin wave pattern are generally 55°.  

Using Schijf's theory (Schijf, 1949) the characteristics of the ship wave patterns can be predicted by 
defining sub-, trans- and super-critical regimes depending on the ship's speed and blocking percentage of 
the channel. When blocking and ship speeds are low, the return flow is weak and the regime is sub-
critical. When blocking and ship speeds are higher and the return flow reaches a critical value the regime 
is trans-critical. Due to practical limitations concerning the wave pool design the super critical regime is 
not of interest. 

A numerical model to fully predict ship induced wave characteristics is found to be not available for 
both sub-critical and trans-critical conditions (De Schipper, 2007). To gain insight in the generation of 
ship waves with respect to surface elevation and flow velocities an experiment is conducted. SP is 



applied as measurement technique in the experiment. This study investigates the possibilities of SP to 
reconstruct water surface elevations and flow velocities. Traditional measurement devices measure 
surface elevation and flow velocities at one point only whereas SP shows a high resolution spatial 
representation of both. The obtained data can be used to verify future numerical models. 

2. Experiment  

The experiment is conducted in the towing tank facility of the Faculty of Mechanical, Maritime and 
Materials Engineering at the Delft University of Technology. The tank is 80m long and 2.75m wide. A 
ship's hull is towed along the sidewall of the tank generating a wave field. Ship speed and blocking 
percentage of the channel are varied inducing different wave fields in the sub-critical and trans-critical 
regime.

The generated wave field is photographed by two synchronized cameras from different positions, 
see figure 1. The cameras are mounted above the towing tank and photograph the wave field as the hull 
passes. In the measurement area floats are applied to increase contrast at the water surface.  

Figure 1. 3D overview of the camera setup. Arrow indicates direction of hull 
movement 

The images from the two cameras with overlapping fields of view are used to determine a 3D 
presentation of the wave field in world coordinates. The procedure of stereo reconstruction is to calibrate 
the cameras, to correlate the two images and to reconstruct the 3D world coordinates. The method used 
for calibration, correlation and reconstruction is similar as the method described by Clarke et al. (in 
prep). In short, the calibration is done using a combination of in situ ground control points (for external 
camera parameters e.g. orientation) and a reference grid for internal camera parameters (e.g. distortion), 
the correlation is based on the principle of the epipolar constraint and triangulation is used for 
reconstruction. In addition to the reconstruction of the water level, Particle Tracking Velocimetry (PTV) 
is used to derive surface flow velocities. A time series of the images from one camera is cross correlated 
to determine the spatial movements of the features in the image. With the prior knowledge of the known 
3D coordinates of the features in the images a 3D velocity vector is determined.  With the knowledge of 
surface elevation, and thus the local water depth, and the flow velocities a spatial distribution of the local 
Froude numbers is derived. 

3. Results  

The experimental data processed using the SP technique results in 3D images of the surface elevations 
and surface flow velocities. Figure 2 shows such an image. The figure shows the dominant primary wave 
in the trans-critical regime. The primary wave and the return flow are clearly visible. Surface waves in 
the order of 5-20 cm. are measured with and estimated accuracy of 1-2 cm based on the size of the image 
pixel stamps in world coordinates. Velocities in the order of  0-2 m/s are measured. 
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Figure 2. Image of the surface elevation of a wave field generated by a hull. The tank 
wall is indicated in light gray and the moving hull is depicted in black at the top right 
corner. The arrow indicates the direction of hull movement. Colorbar indicates water 
depth [m]. White vectors represent flow velocities. 

A time series of the images is made at a sampling frequency of 8 Hz. A time series of the surface 
elevation derived by SP is generated and on specific points these surface elevations are compared with 
wave gauge measurements. Figure 3 shows that SP surface elevation measurements compare well with 
wave gauge measurements. 

Figure 3. Comparison plot between measurements of the stereo photo 
technique (8Hz) and a traditional wave gauge.  

Surface elevations and surface flow velocities for the different runs are analyzed. The Froude 
number distribution is used to identify the sub-critical and trans-critical regimes. It is found that the 
occurrence of sub- and trans-critical regimes can be successfully determined in accordance with Schijf's 
theory. The sub-critical regime accounts for a wave train and wave angles are according to the theoretical 
55° with low flow velocities. The wave pattern in the trans-critical regime is dominated by an undular 
jump and high flow velocities. The undular jump and the high flow velocities have negative effects on 
the surfability of the waves. 

4. Conclusions  

After evaluating all images for different runs it is concluded that the new Stereo Photogrammetry 
technique offers great potential to measure wave characteristics. Simultaneously measuring surface 
elevation and flow velocity in a full 3D domain is possible.  

The trans-critical regime is not suitable for surfing due to the occurrence of a dominant primary 
wave. This dominant primary wave involves high surface flow velocities and an undular jump. The sub-
critical regime shows a dominant secondary wave field with low flow velocities. The 55° wave angle in 
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the sub critical regime is similar to the desired peel angles. Therefore the sub-critical regime is 
potentially suitable for surfing.  
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Abstract 
A procedure for semi-automatic shoreline extraction from webcam images has been developed. The 
procedure includes images averaging, rectifying and georeferencing and shoreline extrapolation. It also 
includes tide correction and beach slope computing. 

The procedure, developed in MATLAB environment, allows studying shoreline evolution treating a 
considerable number of data with a relative low cost. Thus it is possible to correlate shoreline position 
with wind and wave data, observing in real time the beach response to a particular sea storm and testing 
numerical models outputs with real phenomena. 

1. Introduction 
Measuring and monitoring the location of the shoreline is one of the core task of coastal researchers. In 
addition to scientific motivations, such as studying real effects of sea storms, there are several practical 
applications connected with this activity, that can include: identifying and quantifying shoreline erosion, 
evaluation of the real effects of coastal protection structures, etc., so that shoreline monitoring can be 
considered a basic input for all engineering design in the coastal zone (Aarninkhof et al., 2003) 

The use of video imagery for monitoring waterline evolution offers a number of advantages 
compared to conventional monitoring systems, These systems, typically GPS surveys or aerial 
photogrammetry campaigns, consist in measurements of waterline position and its variations in time, 
usually with annual of biannual frequency, because of their cost. But the own peculiarities of the 
shoreline variations and their close dependency from all meteomarine parameters (tide, waves, wind) 
sometimes make these kind of surveys useless to understand the real phenomena in progress (Kroon et 
al, 2007, Archetti and Lamberti, 2006). 

The first generation of video-based shoreline detection techniques, were based on acquisition of 
greyscale images and they utilized the characteristic grey-scale pixel intensities distribution, in the swash 
zone (Plant and Holman, 1997). Other techniques, always based on grey-scale images, were developed to 
study dissipative, mild sloping beaches, in which first method didn't give satisfactory results. With these 
techniques the location of shoreline was estimated from a characteristic feature in the correlogram of the 
cross-shore intensity and variance profile (Aarninkhof et al., 1997). All these methods generally needed a 
site-dependent correction and shoreline extraction could be complicated in some situations characterized 
by absence of well pronounced contrast in greyscale between sub-aerial and sub-aqueous pixels. So new 
methods have been developed, using additional information given by full-colour images. In all these 
methods, Red-Green-Blue (RGB) images were converted in Hue-Saturation-Value (HSV) Images, in 
which colour information (H, S) are separated by greyscale information (V). HSV intensity, suitably 
filtered and scaled, gives a histogram characterized by two peaks, which mark the location of dry and 
wet pixels. (Aarninkhof et al, 2003). The results may locally show erroneous contours of sub-aerial 
beach which are associated with irregular intensity characteristics of some features like water-filled, or 
vehicles on the beach. Applying this technique to Alimini images, with some light conditions, and 
especially, after a rainy day, some interpretation errors have been found because of presence of water on 
emerged beach. So a new approach has been attempted. 

The aim of this work is to present a method to extract shoreline positions from a time averaged and 



orto-rectified images of Alimini beach in Apulia region and to treat these data for studying coastline 
management problems. 

2. Image acquisition system 

The acquisition system consists in two webcams positioned on the top of a pole about ten meters high on 
MWL. The cameras are connected with a data logger, a pc, and a GSM modem for transmission of some 
selected daily images on the web (http://www.puglia-coste.it). It is possible to control by remote all 
acquisition parameters such as interval of acquisition, number of snap shots etc. Both cameras (CBC 
Europe l.t.d.-model ZC-NH255P) produce images with resolution of (1911 x 2121) and video with a 
duration only limited from the data logger memory. 

The webcams obviously provide oblique views of the beach; transformation from two-dimensional 
video images to three dimensional world coordinates images requires a determination of camera 
geometry, typically with visually identifiable ground point control (Hathaway and Bottin, 1997) 

For that reason, during installation works a topographic survey has been carried out. It has allowed 
determining the spatial coordinates of several points (1739) of two grids - one for every webcam - 
physically materialized in the portion of the beach framed by cameras by applying white markers on 
some pegs (Fig.1). Every vertex of this grid has been used as control point for images transformation 
(Holland et al., 1997). 

Figure 1. Alimini beach during topographic survey; vertexes of materialized grid are visible. 

Identification of shoreline using images can result a difficult operation especially in presence of 
waves, when the line is often obscured by swash motions and breaking phenomena; in these cases using 
time averaged images can be helpful (Plant and Holman, 1997). A computer based image processor has 
been used to produce digital images obtained by averaging a superimposed sequence of image frames. 
Typically every three daily hours started an acquisition event consisting in 20 snapshots for every 
webcam with frequency of 1 snapshot per second. After averaging operations, rectifying procedure takes 
place and then rectified and averaged image is transmitted on web. 

3. Image post processing 

The procedure that has been employed for this work is a colour-based procedure. Some Matlab routines 
have been developed for this study; these routines allow, first of all, obtaining a semiautomatic extraction 
of shoreline from an averaged and ortorectified image. A routine partially including a subroutine 
developed by Lau (1997) has been chosen for its better behaviour with the situation of Alimini beach. 
Lau's method starts at a given pixel and isolates all neighbouring pixels with values within a preset 
tolerance. No transformation of RGB in HSV images is required, so that the only thing asked to the 
operator is to identify in the picture some points on sand (or on sea) and to click on them. The operator is 
allowed to control in real time the results of shoreline extraction because it is possible to overlap the 
initial image to the extracted line. If results are not satisfactory the range of the pixel similarity colour 
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can be changed or other points can be clicked for including zones whose colours had been ignored 
before. To solve typical problem of summer images when tourists, umbrellas or vehicles presence near 
shoreline can make its detection very difficult, a suitable procedure has been developed. Indeed, it is 
possible to interpolate some selected regions in order to delete foreign objects. 

The output is a binary matrix with the same size of the initial image resolution; so, knowing pixel 
dimensions (each pixel is about 0.06 x 0.06 meters), it is immediate to evaluate distance of shoreline 
from a baseline. This distance can be plotted for a number of transect that, theoretically, can be equal to 
the row number of the matrix - initial image - that is 1911. The evaluated shoreline can also be exported 
to GIS/CAD environment to overlap available cartography. In figure 2 shoreline evolution is shown on 9 
representative transects during all 2006. Due to webcam system failures the time series are not complete, 
as can be noted. 

Figure 2. Shoreline evolution in 2006. 

The instantaneous location of waterline is affected by offshore tidal level, storm surge, wave setup 
and swash oscillations. After every acquisition event the procedure identifies a beach contour that is 
located somewhere within the swash zone. These horizontal lines, zist, are, obviously associated to a 
water level that can be defined by (Aarninkhof et al, 2003): 

2
Kzz osc

oscistist 0
[1]

where zo is the tide and wind offshore water level, ist is the wave setup, osc is the vertical swash height, 
kosc is a constant, empirical coefficient. 

Due to the factors that, during storms, affect sea level, as above specified, the waterlines in fig. 2 are 
not representative of the real shoreline position. In this study a procedure for determining beach slope in 
swash region in absence of wind and waves has been developed. Indeed, in these conditions, the 
instantaneous horizontal position of waterline can be considered as a contour if associated to a tidal level. 
Tidal levels are recorded from a mareograph located in Otranto, a few Km from Alimini beach. For 
every three consecutive acquisition events characterized by still sea, beach slope has been computed in 
every transect, one for each matrix column (2121), using elementary trigonometric formulas. The beach 
slope between two still sea states has been considered as a constant and all the waterlines detected in this 
slot have been related to the zero tidal level. 

In first (top) panel of figure 3 tidal levels, as collected from Otranto's mareograph, are shown; in 
second panel shoreline evolution shown in figure 1 is now "purified" by tidal effects, as above explained, 
and shown for only one of the transects (continuous black line), because of shoreline trend similarity 
between different transects (see fig.1); in the same panel circle points represent shoreline position during 
still sea states, when beach slope has been calculated. Observing their position during the observation 
time (dashed line), it is possible to evaluate sea storms real effects (e.g. erosion or nourishment) on 
shoreline position; considering these points, a trend line (continuous grey line) has been traced: its shape 
is representative of net nourishment during 2006. In the third panel the sea states are represented in terms 
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of wave heights offshore Alimini. Unfortunately, wave measurements are not available in the southern 
Adriatic Sea, except for data collected by a buoy located about 150 km north of the examined shore, 
whose data, however, due to the different exposure to wave motion, are not suitable for wave hindcasting 
offshore Alimini beach. For this reason, the SMB method revised by the Shore Protection Manual was 
used to estimate the wave characteristics, using wind data acquired from an anemometer located in 
Otranto near the mareograph. It is important to stress that offshore Alimini higher waves come from NW, 
but due to the geographic exposure the shore is quit protected from mistral waves, while waves from 
SSE reach the shore almost undisturbed.  

    Figure 3. Tidal levels in Otranto (top panel); corrected shoreline (central panel); sea states offshore Alimini 
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Abstract  

A new measurement system for physical model tests in wave flumes has been developed. It is based on 
artificial vision techniques, and has a number of advantages with respect to conventional methods. The 
system is able to detect the free surface and to measure the displacement of floating physical models. In 
this work, its essential features are presented and its advantages discussed in the particular case of 
floating oil spill boom tests. 

1.   Introduction 

At the present time wave gauges are the conventional method used in laboratory tests to measure the 
water level. These methods present numerous downsides: i) they are intrusive, meaning that a physical 
element must to be introduced in the fluid and its behavior can be modified; ii) they must be calibrated 
daily, resulting in a low time efficiency; iii) they are expensive;  and last but not least, iv)  they provide 
discrete measurements, i.e. at a single point.  

Previous works based on image analysis were conducted with the aim of measuring the surface 
wave profile, but unfortunately they do not represent a real-time approach (García et al., 2003; Javidi and 
Psaltis, 1999; Zhang, 1996). Futhermore, when a floating model is tested, it is necessary to measure its 
displacements in order to analyze its behavior or to compare the physical results with model results. In 
spite of this, nowadays there is no any available technique used world-wide to this end. 

Within the framework of a European research project, “Advanced tools to protect the Galician and 
Northern Portuguese coast against hydrocarbon spills on the high seas”, a new Artificial Vision System 
(AVS) for laboratory tests has been developed with the aim of improving the performances of 
conventional methods. The system is optimized in connection with the analysis of the displacements of 
an oil spill boom.  

2.  Experimental set-up and Artificial Vision System tests

The physical tests carried out to optimize the AVS were performed in the wave and current flume of the 
Escuela Politécnica Superior of the University of Santiago the Compostela. The wave flume is 20 m long 
and 0.65 m wide with a maximum water depth of 0.8 m.



Wave conditions are generated by means of a piston-type paddle equipped with an Active Wave 
Absorption System (AWACS) that allows the absorption of reflected waves. Current conditions can be 
also generated by means of a reversible pumping system controlled by a system of valves. The general 
picture of the configuration of the AVS is presented in Figure 1. 

Figure 1. Laboratory set-up of the Artifical Vision System 

A large number of configurations were tested in order to achieve proper results. The parameters 
tested were: lightning, marks on boom, camera position and camera zoom. Finally, the results were 
compared with those obtained by means of conventional systems. The results show a great accuracy of 
the system, constituting a tool which can be used worldwide in laboratory tests. 

At this time, the efforts are centered in the detection of the water-contaminant interface, a key issue 
in the analysis of the oil spill boom performances. For this purpose, the hydrocarbon slick will be 
modeled in the flume by means of a substance with similar hydrodynamic properties —in terms of 
viscosity and density. The results will be presented in the final paper. 
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Abstract 

A new multidirectional wave basin for physical modelling in shallow, intermediate and deep water, with 
the added capability of current generation in any direction, has been designed and will be constructed 
during 2008 as part of the new premises of the Environmental Hydraulics Institute of Cantabria in Spain. 
 The basin is part of a three level structure formed by a 44 x 40.6 x 3.9 m sump in the lower level, a 
32 x 20 x 2.5 m sub-basin aimed for the current generation system at the mid-level, and a 30 x 44 m x 
4.1 m basin at the upper level, which corresponds to the main laboratory and street level (see Figure 1). 
The upper-level basin includes a 6 x 6 x 7 m deep pit for deepwater testing of floating structures, buoys, 
offshore platforms, or field instruments. Moreover, the structure of the facility will be part of a new 
building with offices and laboratories which will include all the necessary equipment, shops and services 
of the Institute. These new premises are the result of an impressive effort of the Spanish Government to 
create a national network of newly made singular facilities for scientific and applied research. 
 The design of the laboratory, in general, and of the multidirectional basin in particular, considers the 
application and use of state-of-the-art measuring systems, pre- and post-processing of acquired data, 
wave generation and dynamic control systems. The new laboratory includes the parallel application and 
development of a numerical mirror of the basin, providing, first, a mean to optimise the design, 
construction and measurement of the physical model testing, second, the testing results will be used to 
calibrate and validate the numerical model and, finally, it can be used to generate additional cases in 
support of the design of alternatives or to extend the applicability of an empirical formulation. The basin 
numerical mirror will be offered to internal and external researchers as part of the services provided by 
the new laboratory. 



Lower-level: main sump. Mid-level: current generation system. 

Upper-level: Testing basin. Note the central deep 
pit and the current generation inlets. 

Facility structure. Note the 64-paddle wave 
machine and passive wave absorbers. 

Figure 1. Configuration of the three-level structure of the new multidirectional wave basin for 
physical model testing in shallow, intermediate and deep waters. 

 Furthermore, to reduce unnecessary mobilisation of external researchers, the laboratory will be 
fitted with high-quality web-cams and Internet access to post-processed data, optimising the observation, 
monitoring and quality control of the physical model tests. 
 As part of the design requirements, the basin will be operational for coastal and offshore 
engineering studies with model scale depths ranging from 0.2 m to 3.0 m, capable of producing long- 
and short-crested directional regular and irregular waves in a broad range of periods and amplitudes, 
including the possibility of generating very long waves like seiches or tsunamis. The central 10 m deep 
pit includes a floating sturdy bottom for testing variable depths. A reversible current generation system 
will be capable of producing a uniform flow of up to 0.2 m/s over the full 3 m depth, parallel and 
perpendicular to the mean wave direction. 
 The wave machine, formed by 64 boards 0.5 m wide and 4.1 m high, portrays a maximum stroke of 
2 m and will be fitted with active wave absorption. As part of the sophisticated tailor-made mechanical 
design, each wave board will be driven with two electrical motors enabling piston-type, hinged or 
combined paddle motion. Further, the secondary motor may also produce an eccentric deviation of the 
wave board to improve the quality of oblique wave generation. The total installed power of the wave 
machine is estimated to be 1.0 MW. 
 Figure 2 presents the theoretical performance curves of the wave board for three operational water 
depths. Each plot portrays the maximum individual wave height, for a range of wave periods that can be 
generated, considering in the computation wave breaking, power and stroke limitations. Moreover, each 
graph includes the performance curve for piston-mode and hinge-mode. 
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Figure 2. Theoretical performance curves for the wave machine for three water depths and for 
piston-mode and flap-mode. Each graph includes the limitation of wave breaking, installed power 
and stroke. 

 In Figure 3, the preliminary design of the wave boards is presented, where the frame, actuators, 
hinges and board are shown at “zero” position. 
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Figure 3. Preliminary design of the wave board, actuators and frame. 

 The current generation system is located underneath the basin, in an enclosed basin divided in four 
chambers interconnected by a series of 1 m diameter holes, and each will be fitted with a 22 kW thruster. 
The total (reversible) discharge parallel to the mean wave direction will be around 18 m3/s and 12 m3/s in 
the perpendicular direction. A total of 20 thrusters will be installed with a required power of 440 kW. 
 Finally, the wave basin will be surrounded by removable and floating passive wave absorbers up to 
9 m wide, providing an overall testing area of circa 20 by 30 m. In the final paper, some details of the 
structure facility, wave machine, current generation system, numerical mirror, as well as all the 
environmentally friendly devices considered for the new laboratory, will be presented. 
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Abstract   

The purpose of this study is to solve this fluid-structure coupling problem with the aim of optimizing cage 
design and construction by laboratory observation. Utilize a 1/30-scale model of net cage to simulate and 
measure the motion and deformation of one in the current. Apply to the measurement method of trinocular 
stereo imaging that used three synchronized video cameras to follow the three-dimensional displacements 
of the 37 Light Emitting Diodes (LEDs) attached to the net to measure the deformation and motion of the 
fish net. In this study, using the method to trace the change of net and then get the place of LEDs after the 
net movement. The result show the motion of the collar and bottom hoop under different current velocities 
affected gradually the geometry of net, further calculating the tension force and the loss space of net cage.  

1. Introduction  

A major constraint to marine aquaculture development in Taiwan is the suitable water space. The 
near-shore marine aquaculture is still the drawback of the dispersion of wastes, not to expand the waters of 
marine aquaculture. To solve the problem, marine aquaculture is moving to deep sea, and will face some 
problems of which are serious in the deep-sea aquaculture. Therefore, the feasibility of extending 
operations into the energetic open ocean has recently been addressed. However, such a transition is not 
trivial because the suitable species and technologies for this energetic environment are not yet developed 
to a viable economics scale.   

Recently, the study on near-shore marine aquaculture has brought many achievements. Bessonneau 
and Marical (1998) developed a mathematical method, which is an iterative method, to simulate the 
dynamic response of some submerged flexible reticulated surfaces. Lee and Wang (2000,2005) studied the 
dynamic behavior of the tension-leg platform with the net cage system and derived a set of equations of 
motion of a simplified two-dimensional case. Subsequently a close form solution is obtained when the 



wave-structure interaction between the top platform structure and the incident wave is considered. 
Fredriksson (2001) physically and numerically modelled the open ocean fish cage and the mooring system 
dynamics. Aquaculture installations are highly flexible hydroelastic structures. Hydrodynamic forces 
acting on such a structure affect the shape of the structure, and then affect the hydrodynamic forces. This 
complex interaction between load and shape is a typical feature of hydroelastic motions. In this study, 
combining the digital imaging sketch that is the non-intrusive imaging method and the experimental 
measurement to understand the motion of net cage. The experiments of a 1:30 scale model of a flexible 
circular net cage with the mooring system are conducted in the circulating flume. Collar motion, 
Hydrodynamic force and net deformation are investigated under different uniform current. 

2. Physical Model Experiment

A 1/30-scale model of net cage was composed of up and bottom hoop (or ring), nets and four buoys and four 
anchor blocks were moored to the tank bottom. The top of the net was mounted on the hoop so that it took the 
form of a cylinder with open top. The float collar system, the cage net system, the anchor system and the 
mooring system, all as depicted in Fig. 1. The maximum velocity of the generating uniform flow is 28cm/s. 

    Fig. 1 The configuration of experimental setup at the circular flume tank (2.3 m×1 m×1.5 m)  in the THL 

In this study, it used to obtain all the net deformation (and motion), collar motion and mooring tension 
response to the current action (sampling at a rate of 50Hz). The measurements of the net deformation were 
made using a non-intrude stereo method adapted from Spinewine et al. (2003) and Douxchamps et al. 
(2005). Furthermore, an estimate of the net geometry was established by measuring several markers on the 
net. To avoid the effect of deformation and adding weight of the net cage, 37 Light Emitting Diodes (LED) 
were used to be the position markers. The placing and numbering of the LED markers are shown in Fig.2. 

     Fig. 2: The placing and numbering  of LED markers on the net cage 

3.  Result And Discussion

In this experimental study, the imaging stereo method was utilized to measure the volume deformation of 
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the net cage under different current velocities. From our investigation in the experiment, the geometries of 
net cage under different current velocities were both the same for adding or no LED markers on the net. 
That proves the lightweight of LED markers does not affect the motion of net cage under current velocity. 
Therefore, a non-invasively experimental investigation of motion and geometry of the net cage in uniform 
flow is validated to be feasible. Fig.3 shows the results of two cases for v=6cm/s and v=22cm/s . 
Furthermore, three-dimensional deformation of the net cage for different current velocities can also be 
obtained from this stereo method. 

 

(a) v=6 cm/s                                            (b) v=22cm/s 
Fig 3. The deformation of net cage exposed to different current velocity 
from analysis of the stereo imaging method 

While velocity of current being under 6cm/s, the collar seems maintained on the free surface, and the 
inclined angle(the collar on the free surface is 0°) kept not to change. However, the volume of net cage 
quickly decreased and responded to the increasing tension force of mooring system when the inclined 
angle increased with the adding current velocity. Once decreasing the volume of net cage, collar is below 
to the free surface. Meanwhile the living space of fish will be constricted. The result was shown in Fig.4. 

The volume deformation of the net cage as it is exposed to current is qualitatively described. From 
these images it is clearly that the deformation increases with increasing current velocity. Both the volume 
and exposed area reduction show the same qualitative features. While current velocity is small, the tension 
force and deformation rate are small, either. That means the tension force is related to the volume changed. 
The effect of which the current operated on the net cage will show in the tension forces and the change of 
the shape of the net cage. Comparison between the tension forces and the value of the Ae*v2 is shown in 
the Fig.5. 

Fig. 4: The relation ship of the change of angle with 
collar and the projected volume of net 

Fig. 5: The relation of the tension force and Ae*v2 
 as the current flows through the net cage
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4. Conclusions

A non-intrusive stereo imaging measurement of the three-dimensional net geometry is established by 
tracing the positions of the LED markers on the net in laboratory experiment. Adding the LED but no 
increase the weight of the net on the net not only deduce the motion of net cage system, but also realize the 
physical phenomenon of the net cage. The 3D imaging method supply more specify information to 
consider the more complication flow, then obviously catch the motion of the net cage to get the closed the 
experimental results. 

More convenience and detail about deformation investigation of a flexible net structure can be 
obtained from this study. From the experimental results, the tension force and deformation are mutually 
highly dependent on each other. The hydrodynamic force also appeared the impact on the stable and 
resistance of the net cage and collar. Understanding the dominating processes that govern fish cage and 
mooring system dynamics will become increasingly more important as the aquaculture industry expands 
into more exposed locations. Therefore, the measurement for three-dimensional geometry (or motion) of 
the net cage exposed to hydrodynamic force in field experiment will be developed in the near future. With 
this further understanding in-situ, and the use of validated analyzing techniques, future systems of the net 
cage can potentially be designed to better withstand the rigors of the open ocean. If the risk can be reduced, 
the success for many of this new marine industry in worldwide is more likely. 

Acknowledgments  

The NCKU-NSYSU Research Centre of Ocean Environment and Technology provided funding for this 
research through the research program “Improvement Study on The Structure of Marine Net Cage” The 
authors would like to express profound thanks for the financial support of Ministry of Education, Taiwan, 
on this project 

References 

Bessonneau, J.S., Marichal, D. 1998. Study of the dynamics of submerged supple sets (applications to 
trawls) Ocean Eng., 25 (27):563–583. 

Douxchamps D; Devriendt D; Capart H; Craeye C; Macq B; Y.Zech., 2002, “Particle-Based Imaging 
Method for the Characterisation of Complex Fluid Flows” Proc of the IEEE Oceans 2000 Conf..

Douxchamps, D., Devriendt, D., Capart, H., Craeye, C., Macq, B. and Zech, Y. 2005, “Stereoscopic and 
velocimetric reconstructions of the free surface topography of antidune flows”, Experiments in 
Fluids., 39:533–551. 

Fredriksson,D.W. 2001, “Open ocean fish cage abd mooring system dynamics”,Ph.D.Dissertation.The 
University of New Hampshire, Durham, NH. 

Lee, H.H. and Wang, S.W. 2000, “Analytical solution on the surge motion of tension leg twin-platform 
structural system,” Ocean Eng. -An Int. J., 27:393–415. 

Lee, H.H. and Wang, S.W. 2005, “Analytical solution on the surge motion of tension leg twin-platform 
structural system,” IEEE .J. of Oceanic Engin., 30(1):59-78. 

Spinewine, B., Capart, H., Larcher, M., and Zech, Y. 2003, “Three-dimensional Voronoï imaging methods 
for the measurement of near-wall particulate flows”, Experiments in Fluids., 34(2):227–241.  

166



Coastlab08, Book of Abstracts 
©2008, Nuova Editoriale Bios, Italy 

LANDSLIDE GENERATED TSUNAMIS AT THE COAST OF A CONICAL 
ISLAND: NEW THREE-DIMENSIONAL EXPERIMENTS  

Marcello DI RISIO (1), Giorgio BELLOTTI (2), Matteo G. MOLFETTA (3), Francesco ARISTODEMO(4),
Andrea PANIZZO(5), Paolo DE GIROLAMO(6), Luigi PRATOLA(3), Antonio F. PETRILLO(7)

(1) Post-Doc Researcher, University of  L’Aquila, DISAT-LIAM, P.le Pontieri 1 ,67040 Monteluco di Roio, L’Aquila, 
Italy, mdirisio@ing.univaq.it 

(2) Researcher, University of  Rome TRE–DSIC, Via V. Volterra 62, 00146 Rome, Italy, bellotti@uniroma3.it 

(3) Engineer,Technical University  of Bari,LIC, Via E. Orabona 4, 70125 Bari, Italy, m.molfetta@poliba.it – 
l.pratola@poliba.it 

(4) Post-Doc Researcher, University of Calabria-DDS, Via P.Bucci-Cubo 42B, 87036 Arcavacata di Rende, Italy, 
aristodemo@dds.unical.it 

(5) Post-Doc Researcher,University of Roma “La Sapienza”- DITS, Via Eudossiana, 18, 00184, Rome, Italy, 
andrea.panizzo@uniroma1.it 

(6) Professor, University of L’Aquila, DISAT-LIAM, P.le Pontieri 1 ,67040 Monteluco di Roio, L’Aquila, Italy, 
padegi@ing.univaq.it 

(7) Professor, Technical University  of Bari LIC,  Via E. Orabona 4, 70125 Bari, Italy,petrillo@poliba.it 

Abstract 

This paper describes new three dimensional experiments carried out at the Research and Experimentation 
Laboratory for Coastal Defence (LIC) of the Technical University of Bari (Italy) in cooperation with the 
Environmental and maritime Hydraulics Laboratory "Umberto Messina" of the University of L'Aquila 
(Italy). The experiments aimed at reproducing water waves generated by subaerial landslides sliding 
down the flank of a conical island. The generated waves in such a situation propagate both offshore and 
along the curvilinear shoreline.  

1. Introduction 

The research efforts in landslide generated waves have increased in the last decades due to events 
occurred around the world: the 1958 Lituya Bay event and 2002 Stromboli island one (Tinti et al., 2005), 
just to mention two of them. Although several researches have previously addressed landslide generated 
waves, the only physical model experiments involving tsunamis attacking islands are those by Briggs et 
al. (1995). However this first research reproduced waves attacking the island from offshore, i.e. the 
waves were generated elsewhere, potentially by an earthquake. In the case of the Stromboli Island, for 
example, the waves are generated along the coast of the island itself by a large landslide (volume of 
about 18Mm3) along the flank of the volcano named “Sciara del Fuoco”, and the generation-propagation-
inundation phases cannot be decoupled. 

The experiments described herein are therefore aimed at reproducing water waves generated 
directly on the flank of the conical island and at measuring both shoreline displacements and radiating 
waves. The experimental results can be used as benchmark for theoretical and numerical models as the 
landslide and the island shapes can be easily reproduced. Furthermore the experimental findings can be 
considered of practical interest as they allow insight about the celerity and the height of the wave run-up 
occurring around the island, a crucial point for the preparation of evacuation maps and for the set up of 
early warning systems. 



2. Description of the experimental set-up 

The experiments are carried out in a wave tank 30 m long, 50 m wide and 3.0 m high. The 
maximum water depth is 0.8 m. The conical island was made up of PVC sheets sustained by steel bars 
(see Figure 1). The beach slope was kept constant (1:3, 1 vertical, 3 horizontal) very similar to that of the 
“Sciara del Fuoco” flank of the Stromboli island. The conical island radius at the ground level is of 4.5 
m. It has to be stressed that the island model can roughly represent the Stromboli Island when a scale 
reduction factor of about 1:1000 is applied. A series of 22 resistance wave gauges are used to measure 
the instantaneous surface elevation in the tank, i.e. employed in order to collect data of waves radiating 
offshore. Also 16 run-up gauges embedded into the PVC of the island flanks measure the displacements 
of the instantaneous shoreline. The landslide is represented by a rigid fibreglass elliptical body (length 
0.8 m, width 0.4 m, maximum height 0.05 m) with a density of 1.83 t/m3 and a volume of 0.0084 m3

resulting in a total mass of 15.4 kg. The slide is equipped with an accelerometer that is used to 
reconstruct its motion. 

Experiments were carried out by keeping constant the landslide properties (i.e. density and shape), 
by changing the water depth (ranging from 0.60 m up to 0.80 m) and the falling height of the body 
(ranging from 0.30 m up to 0.6 m, measured as the distance along the island flank between the lower part 
of the landslide in its initial position and the undisturbed shoreline), i.e. only aerial landslide were 
reproduced. It is important to stress that water depth was also varied in order to change the radius of the 
undisturbed shoreline that ranged from 2.10 m up to 2.6 m. 

Figure 1. Picture of the conical island before water filling. 

3. Results 

Runup gauges and offshore wave gauges time series are analyzed in order to detect the maximum 
runup along the shoreline and the properties of the waves radiating towards offshore. It has to be stressed 
that the tank dimensions allow to measure runup before the wall reflected waves come back to the island 
and affect the measured time series. 

Figure 2 shows an example of the measured shoreline vertical displacement. The overall results 
show that in the near field the wave runup grows, then at a distance larger than 2 times the landslide 
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width it starts to decrease. The first wave is responsible of the maximum runup only in the near field 
after which the trailing waves induce the maximum runup. The influence of the undisturbed shoreline 
radius has been observed to be important: higher the radius, higher the induced runup, whilst the falling 
height of the landslide (i.e. its energy) does not seem to influence the runup at the coast, at least within 
the experimental ranges tested here. It is important to stress that usually, in the case of landslide 
generated tsunami, the source type is inferred by observing if the wave front is a crest, i.e. a shoreline 
rising (subaerial landslide), or a depression, i.e. a shoreline receding (submerged landslide). However, 
also in the case of subaerial landslides (see runup time series of figure 2) the wave front is a crest so 
small that at some distance from the source it is hardly detected: the first evidence of the tsunami attack 
is then the shoreline receding given by the trough of the first wave.  

On the basis of experimental data a set of empirical formulae are defined to forecast the runup 
induced by landslide generated waves for practical situations similar to that reproduced in the 
experiments described herein. Forecasting formulae suitable to reproduce the results have been selected 
as follows: 

Ru*(1) = 1.049 (w*)-0.470 (s*)-2.02  R2=0.985
Ru*(2) = 0.386 (w*)-0.066exp[-0.116 s*] R2=0.783
Ru*(3) = 0.011(w*)-0.945 exp[0.007 (s*)2] R2=0.603
Ru*(4) = 0.011(w*)0.341 exp[0.001 (s*)2] R2=0.525

where Ru*(i) (i=1,2,3,4) is the dimensionless wave runup induced by the i-th wave propagating 
alongshore (=Ru

(i)/c, c landslide thickness), w* is the dimensionless shoreline radius (=w/r0, w landslide 
width, r0 undisturbed shoreline radius) and s* is the dimensionless distance from generation area (=s/w, s 
distance from generation area along the shoreline). The coefficients presented here were obtained by 
inferring the 0.99 confidence level from the experimental data, so they can be used to estimate the 
maximum induced runup. The estimation given by the formulae is quite good for the first wave and less 
good for the following ones, as the first wave experimental data are less dispersed.  
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Figure 2. Runup time series measured during experiment with 
falling height equal to 0:50 m and undisturbed shoreline radius 
equal to 2:07 m. The small circle on each plot reproduces the 
coastline, the arrow indicates where the landslide enters into 
the water and the line specifies the position of the considered 
runup gauge 
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Abstract   

Solitary wave approach is often used to study extreme waves and particularly tsunamis in shallow 
water, as their kinematics correspond to the case of a wave bringing tremendous amount of energy and 
propagating with a high speed. A system for generating 2D extreme solitary waves at restricted water 
depth, based on the principle of the ‘collapsing water column’, is presented in this paper. The system has 
been tested in two different experimental facilities. Tests have demonstrated abilities for simulating very 
high solitary waves in laboratory conditions that can be used to study extreme waves, as well as 
propagation of tsunamis in shallow water. A numerical model has been developed to provide a ‘virtual 
flume’ where the wave generation system was analysed and further developed. Applicability of the 
above approach to study extreme wave impact for prevention of flooding and protection of coasts has 
been demonstrated. 

1. Physical Model Set-up 

Solitary wave can be generated in a laboratory flume by a large single stroke of the paddle of the 
wave-maker. In general, this practice does not allow generation of waves close to the critical amplitude 
(Hmax=0.78h), due to the instability and breaking of wave soon after generation (Watanabe, 2007). The 
so-called Scott Russel's wave generator is also used to generate solitary waves, most often to simulate 
tsunamis by releasing a heavy rigid box initially standing just above the water surface (Abadie, Grilli and 
Glockner, 2006). However, physical modelling and generation of extreme waves, especially at large 
scales and in restricted water depth, is still complicated, due to the physical limitations of the flumes and 
equipment, as well as due to a number of model and scale effects.  

A ‘collapsing water column’ technique for generating extreme waves in a laboratory flume (a 
modification of the Russel's wave generator) has been developed and experimentally tested, first in the 
wave flume of BSHC Varna (Nicolchev and Penchev, 1997), and later in Franzius-Institute, University 
of Hannover (Penchev and Scheffermann 2005, and 2006). The experimental set-up is illustrated on 
Figure 1.

Vacuum
pressure

Release
valve 

Water column box

Figure 1. Sketch of the experimental set-up 

Solitary wave is generated by sudden release of a large volume of water, preliminary lifted in a box 
using vacuum pressure. After being released the amount of water propagates along the flume and creates 
a large single wave. 



The possibility to use this approach in order to reproduce waves bringing very high energy and 
propagating at very high speed (as tsunami waves do), have been demonstrated through a number of 
physical model tests. A series of preliminary tests have been carried out in order to optimise geometry of 
the box, as well as to prove other modelling techniques. 

Water level variation (wave height) has been measured during the tests using 6 GHM-type wave-
meters distributed along the flume. Wave crest celerity was evaluated by high-speed video recording. 
Orbital velocities of the wave (including bottom velocity) have been also measured using an Acoustic 
Doppler Velocity-meter (ADV).  Special technique for fast opening and synchronization of the water-
release valve has been developed. 

2. Test Results 

Here below some basic results from the tests carried out in Franzius-Institut, Leibniz University of 
Hannover in 2005 and 2006 are discussed. Physical model study has been implemented in one of the 
hydraulic flumes, where the above described equipment was placed.  Experimental setup and the process 
of generation of the solitary wave are illustrated by the photographs shown on Figure 2. Some results of 
the measurements are presented in graphical form in Figure 3. 

Tests have been repeated for several times in order to get more reliable data. Measured values have 
been further compared to the known theoretical values, as well as to some numerical simulation data as 
presented here below in section 3.  

The well known relations for critical heights and celerity of a surface wave before breaking are: 
Hmax=0.78h, and C

2
max=1.56gh. According to Fenton's theory (1972) the maximum height for a 

solitary wave is Hmax=0.85h, and maximum propagation speed is C
2

max=1.7gh. Later studies by 
Longuet-Higgins (1985), Williams (1981 and 1985) suggest the limiting critical height to be 
Hmax=0.83h for solitary waves in shallow water with a corresponding solitary wave celerity of      

/C gh =1.29 (i.e. C2=1.664gh).

H

h

Figure 2. Photos of the model - generation and propagation of the solitary wave 

During the tests a factor of relative wave height (versus water depth) from 0.78 up to 0.82 was 
measured at a flat horizontal bottom in the flume (Figure 3). The relative wave celerity 

/C gh observed during the tests was in the range of 1.25–1.275 (i.e. C2=1.56-1.63gh).  
A comparison between test measurement values and theoretical values for the maximum wave 

height shows a clear trend to reach limit values as indicated in the studies of Longuet-Higgins (1985) and 
Williams (1981 and 1985). Same conclusions were made also for the critical values of wave propagation 
celerity measured along the flume. 

As it can be seen from Figure 3, no significant scatter of data has been detected when comparing 
data collected at different runs.   

Results of the measurement have confirmed the appropriateness of the chosen method, and have 
demonstrated that very large single waves at restricted water depth can be generated using the above 
approach, that is otherwise impossible using traditional wave-generating methods.
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3. Numerical model: Physical versus Numerical Data 

A novel numerical concept has been employed to support investigations on the selected wave-
generation approach. A RANSE (Reynolds-Averaged Navier-Stokes Equations) numerical model with 
application of VOF (Volume of Fluid) numerical technique has been developed in order to simulate the 
collapsing water column, and to track the discontinuous free water surface. Basic equations are 
conservation of mass, momentum and energy. Assuming an incompressible fluid, viscous stresses can be 
described with the friction approach of Newton, the continuity equation and the Navier Stokes Equations. 
Transposing the differential equation system to a numerical simulation system, a time averaging process 
results in the time-averaged continuity and the time-averaged Navier-Stokes equation. 

A commercial CFD (Computational Fluid Dynamics) code was used as a basic tool. This code 
applies a three-dimensional RANSE-solver system widely used in fluid mechanics engineering. The 
relationship between time-averaged Navier-Stokes equations and Reynolds stresses is described in 
explicit terms, using a turbulence model. From preliminary numerical simulations the k-� standard 
turbulence model was chosen. Finally, a basic 2D model representing a ‘virtual test flume' was built as a 
numerical simulation tool. 

The ‘virtual test flume” has been successfully implemented to study generation of large solitary 
waves in shallow water, using the above described approach (Penchev & Scheffermann, 2005; 
Zimmermann, Penchev & Scheffermann, 2007).  

A comparison of computed versus measured height of a large solitary wave at shallow water is 
illustrated in Figure 3. 
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Solitary Wave (at x/h = 14.2 )
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Horizontal orbital velocity (z/h=0.23, x/h = 14.2 )

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0 0.5 1 1.5 2 2.5 3 3.5 4

Time(s)

V
x

/(
gh

)1/
2 

 measured (run 1)
 measured (run 2)
 numerical model

Figure 3. Computed vs measured parameters of a large solitary wave propagating at flat bottom 
in shallow water.  

Maximum values of Hmax/h = 0.78 have been calculated by the numerical model at a distance of 
approximately 15h  from the wave generator.  Velocity parameters calculated were: /u gh = 0.47  - for 
the near surface orbital velocity, and /C gh = 1.28 - for the wave celerity. These values are in good 
agreement to the measurements, as well as to the theoretical limits as presented above. 

 The comparisons between calculated and measured water surface elevations, as well as between 
calculated and measured orbital velocities, have shown very good correspondence. This gives reasons for 
further implementation of the numerical model as a tool to improve and optimise the ‘collapsing water 
wave-generator’.    
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4. Conclusions

Physical model tests and computational results have shown that the above presented approach 
provides very good opportunities for generation of extreme solitary waves at restricted water depth in 
laboratory conditions. Combined use of an experimental physical model with an advanced numerical 
simulation tool has provided a powerful tool to study and develop the present wave-generating system. 
This system is highly recommended for use in hydraulic flumes to study extreme wave and tsunami 
impact on coasts and engineering structures. 
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1. Introduction 

Tsunamis are water waves generated by earthquakes, 
underwater landslides, volcanic eruptions or major debris 
slides. Tsunami waves travel across oceans with quite 
small vertical displacements, but shoal up dramatically in 
coastal and nearshore depths. Generation and 
transformation of tsunami waves can be simulated by 
various numerical models (Richardson, 2006).  The critical gaps in knowledge are in the propagation of 
tsunami waves in the nearshore region, across the shoreline, and inland.  These flow processes cannot 
easily be simplified, and are indeed made more complex by interactions with beaches, sediment, coastal 
defences, and then around buildings.  These processes can however be simulated in hydraulic models, 
but correct generation of the tsunami wave is essential, including in some instances the characteristic 
preceding draw-down wave.  Conventional paddle generators simply do not have the stroke to reproduce 
the entire wavelength, which can be up to 10km at prototype scale.

This weakness is being addressed within the 
EPICENTRE research initiative (EPSRC grant 
EP/F012179/1) through collaboration between 
University College London (UCL) and HR 
Wallingford (HRW).  HRW are constructing the first 
Tsunami Generator that will be capable of generating 
a complete Tsunami wave within a hydrodynamic 
model by adapting the principles of HRW’s 
pneumatic tide generators, to generate multiple waves 

(viz. the 3-4 peaks in the Boxing Day Tsunami), and ensure realistic wavelengths.  The Tsunami 
Generator is being mounted within a conventional wave flume equipped to measure coastal processes, 
inundation and wave forces. It will generate tsunami waves which have been previously transformed 
from deeper water (approx -200m) to shallow water (approx -20 to -50m) using a suitable numerical 
model.  Bathymetry in the wave flume will further shoal the tsunami waves over a representative coastal 
slope though the shoreline and inland, covering a suitable inland inundation area.  Measurements of 
tsunami transformations through the nearshore region will test / validate existing numerical models.  
UCL and HRW researchers will then examine interactions of the tsunami with representative coastal 
seawalls, and test effects of tsunami waves (particularly retreating and repeated waves) with seawall and 
beach. These tests will then be expanded to measure wave / flow forces on representative buildings and 
to quantify scour potential around those buildings. 
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2. Preparatory Analysis  

Several stages of analysis have been performed 
before completing construction of the Tsunami 
Generator, in order to ensure design success.  A 
number of numerical models (including 
ANEMONE, Dodd 1998, and OXBOW, Weston 
2005) are being used to model propagation of 
Tsunami waves from deeper water (approx -200m) 
to shallow water (approx -20 to -50m).   These 
numerical models use Boussinesq and / or Non-
Linear Shallow Water equations to include effects of shoaling, breaking, bottom friction, moving 
shoreline, partial reflection and transmission, and non linear wave-wave interaction. 

An advanced CFD modelling suite will then be 
used to test the performance and control strategy 
of the Tsunami Generator.  In particular, 
modelling of the interactions between reduced-
pressure air in the control tank, and flows between 
the control tank and the test flume will be shown.  

3. Initial Facility Results 

Construction and testing of the device being undertaken in spring 2008.  The presentation to this 
conference will therefore present the design basis and testing plan for this unique modelling facility.  The 
process of performance validation of the Tsunami Generator with records from the Indian Ocean Boxing 
day tsunami, or similar, will be shown and explained.  As the UCL / HRW researchers expect to 
complete their tests by spring 2009, the facility will then become available for international teams to use 
during autumn 2009, so the presentation will describe the possibilities for such research access.   
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1. Introduction  
A tsunami wave can discharge its energy along the coastal areas causing wide floodings. The impact of a 
tsunami on rocky coasts can produce detachment of large boulders from adlitoral/intertidal zone and the 
successive deposit landward at different altitudes and distances from coastline (i.e.: Scheffers and 
Kelletat, 2005; Mastronuzzi et alii, 2007). So, the presence of boulders along the rocky coast can be used 
to obtain a measure of a past tsunami flooding. Aim of this study is obtain a new methodology that 
permit to calculate the inundation limit of palaeo-tsunami starting from the features of the boulders that 
testify their impact. Hydrodynamic equations have been implemented in order to calculate minimum 
wave height able to initiate the transport of the boulders and successive deposit inland (Nott, 2003; 
Noormets et alii, 2004); they take into account the size of the boulders, their density and their position 
prior of the transport. Generally, boulders deposits sparse along the coasts are characterised by mixed 
elements scattered by tsunami and/or by sea storms (i.e.: Mastronuzzi and Sansò, 2004;Hall et alii, 
2006). Regarding the central basin of Mediterranean Sea, the size limit to ascribe them to tsunami or to 
exceptional sea storm has been calculated starting from the general features of these boulders 
(Mastronuzzi et alii, 2006). In fact, it is possible calculate minimum wave height necessary to move the 
boulders from the cliff edge using the hydrodynamic equations related to the joint bounded scenario of 
Nott (2003). Tsunami wave that cause inundation, discharges a water volume obtained as product of 
wave height, coastline perimeters and crossed sea surface; this is the water column that invades the 
hinterland starting from coastline. Hills and Mader (1997) introduced an experimental formula that 
permit to evaluate the inland limit of the wave penetration. This formula depends from Manning’s 
number a parameter that take into account the original roughness of the surface of the flooded area. 

2. Geodynamic and Geomorphologic settings 

Apulia region is located in the southernmost part of Italy between Adriatic and Ionian Sea and constitute 
the emerged part of the foreland domain of both Apenninic and Dinaric orogens. It is placed at the centre 
of the Mediterranean Basin surrounded by active seismic zones, characterised by the presence of a high 
potential of generation of large tsunamis specially in the nearshore zone; furthermore, the Mediterranean 
Sea is very narrow and if generated, every tsunami can reach the Apulia in less than two hours. So these 
extreme events could have catastrophic effects on a local scale (Mastronuzzi et alii, 2006). Moreover, 
during last 600 years, about 15 tsunamis hit the coasts of Apulia (i.e.: Tinti et al., 2004) as testify by 
historical records and/or by geomorphologic evidences. This study has been carried out using data 
surveyed in the Torre Squillace locality (Fig. 1a) (Mastronuzzi and Sansò, 2000). 

3. The coastal site of Torre Squillace (Lecce, Southern Italy) 

Torre Squillace is placed on Ionian side of Apulia between Porto Cesareo and Gallipoli (Fig. 1a). A 
gently sloping rocky coast is shaped on stratified and fractured algal well cemented calcarenite. Here, 
isolated boulders, often imbricated, scattered between 1 m and 2 m above b.s.l. (Fig. 1b). The largest 



boulder of Torre Squillace deposit is about 70 tons heavy and it is placed 40 m inland at about 1,8 m 
a.b.s.l. (Fig. 1c); this boulder is broken in four smaller pieces result of the transport and of the deposit of 
a catastrophic wave. 14C age determination performed on Lithophaga lithophaga and historical reports 
seem indicate that the tsunami occurred on December 5th, 1456 likely generated by an offshore slides in 
the northern Ionian Sea, consequent to a strong earthquake occurred in southern Italy (Mastronuzzi and 
Sansò, 2000). 

Figure 1. a) Topographic map of the Torre Squillace area; b)  Morphological profile of the Torre Squillace terrace; c)
the largest boulder, about 70 tonns heavy, emplaced at about 40 m and 1,8 m a.b.s.l. along the coastal sector of Torre 
Squillace area.

4. Evaluation of  wave height and inland penetration limit 

When a tsunami wave impacts a rocky coast, the detaching of the boulder from the platform edge can be 
summarized in two phases: a - the disjointment; b - the emplacement. These two phases are, often, 
continuous, but it is possible individuate at least three different scenarios in function of the initial 
conditions (Nott, 2003): 1 - disjointment when boulder is placed on cliff edge (joint bounded); 2 - 
disjointment when boulder is submerged (submerged scenario); 3 – sliding/disjointment when boulder is 
placed above sea level (subaerial scenario). A set of moment forces acts on a boulder: these are: ì - drag 
force, ìì - lift force, ììì - inertia and restraint force (Fig.  2a). Drag and lift are mechanical forces 
generated by a boulder moving through a fluid (Hoerner, 1965). Restraint force consists of submerged 
weight of the boulder, incorporating the effect of the buoyancy. Inertia force acts in the case of the 
sliding of the boulder on rocky surface. Therefore, the inertia force is unimportant beyond approximately 
the first second after the impact (Noji et alii, 1985). 
At the base of this study we use the following boulders features: a = the major axis, b = medium axis, c = 
minor axis), the boulders shape roughly to a parallelepiped and the mean volume weight. So, these 
described moment forces are reported in Fig. 2b. In Torre Squillace locality only the largest boulders can 
be considered result of a tsunami impact; moreover, it shows a surface with biokarstic pool that testify 
and intertidal provenience (Mastronuzzi and Sansò, 2000). So, we calculate wave height using this 
hydrodynamic equation, referred to joint bounded scenario: HT  [0.5 · c · ( b - w / w)] / CL [1]. The 
result is a wave height HT = 4.94 m. This calculated wave have been introduced in the Hills and Mader 
(1997) formula: Xmax = (HFL)1.33 n-2 k [2], where: HFL is wave height at the shoreline that we 
hypothesized as HT; n is Manning number, k = 0.06 for many tsunami (see: Bryant, 2001). Manning’s 
number is function of roughness degree; it was obtained empirically for different typology of surfaces; 
their value has been improved by mean of some  post-event survey performed in numerous locality hit by 
December 26, 2004 tsunami (Tanaka et al., 2007). Generally, rocky coasts of algal calcarenite are 

178



characterised by a mean value of Manning number n=0,050 (Table 1); using a buffer subdivision we 
have reduced Manning number variability and obtained a mean value of n=0,057 used for evaluate Torre 
Squillace inundation. 

Table 1. Main parameters used to evaluate Manning number n in the studied area

Furthermore, the value of n is not constant with time in the same locality due to vegetation growth 
and variations of flow conditions over time (Asal, 2003). As consequence, it is possible to obtain an 
evaluation of the present overland roughness, but it is difficult to know the roughness when the tsunami 
hit the coastal area. Since, there is a considerable local roughness variation, the studied area has been 
subdivided in buffers with constant length and inland depth; this is an approximation useful to simulate 
open channel flow. The Hills and Mader formula (1997) is limited to coastal area characterised by 
overland flat profile. The coast of Torre Squillace shows sloping overland profile; in the formula we 
introduce a factor cos , where  represents the mean sloping, so [2] becomes: Xmax = (HFL)1.33 n-2 k 
cos  [3]. 

Figure 2. Hydrodynamic of tsunami wave approaching rocky coast: A) Moment forces schemes acting on a rocky 
boulders; B) Mathematical equations that represent moment forces, where w = density of the water 1.02 g/mL, b = 
density of the boulder (2,35 g/cm3 for Torre Squillace), CD = coefficient of drag = 2 (Helley, 1969), CL = coefficient 
of lift = 0.178 (Einstein and El Samni, 1949), CI = coefficient of inertia = 2 from experimental data by Noji et alii 
(1985), g = gravitational constant, ü = instantaneous flow acceleration, v = flow velocity, the velocity of a tsunami in 
deep water is v = gh.

5. Conclusion  

In the evaluation of tsunami flooding a new methodology have been implemented taking into accounts 
previous hydrodynamic studies and local morphological features. Adapting the first ones it has been 
possible obtain the height of past tsunami wave able to emplace inland large calcarenite blocks about 70 
tons heavy. This boulder was recognised in the coastal sector of Torre Squillace; the weight and some 
morphological features testify that it is a result of a tsunami impact. The internal limit of the past tsunami 
flooding has been obtained applying Hills and Mader revisited formula; this, taking into account the 
mean slope of the overland coast, is extremely influenced by coastal roughness expressed by Manning 
number.  The maximum flooding estimated applying the obtained equation is of about 100 m; this value 

Area description Experimental n n with buffers/subdivision Tanaka (2007) 

Rocky surface without vegetation 0,047-0,052 0,061 0,048 

Overland surface with scarse vegetation 0,065-0,069 0,070 0,049 
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seem confirmate by the presence of a discontinuous sandy berm on which further analyses are in 
progress to validate the obtained value. 
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Abstract

In this paper we present the results of an experimentation related to the processes through which a sea 
state, represented by a JONSWAP type energy spectrum, undergoes passing from the deep to 
intermediate and shallow waters, with particular attention paid to non-linearity phenomena. 

The utilized data, in this experimental study, are the wave heigth measurements. They carried out on 
a 3D Physical Model of a stretch of coast (figure 1) realized in the Research and Experimentation 
Laboratory for Coastal Defense of the Bari Polytechnical University. The model reproduces a stretch of 
italian coastline characterized by the presence of rubble-mound emerged groins and a connected rubble-
mound submerged breakwater between the groin heads. 

The tank, 90m. long, 50m. 
wide and 1.2m. deep is 
equipped with a wave maker 
which is able to generate a sea 
state with  different 
characteristics; the maximum 
wave front length is 28.8m. The 
model was built based on the 
Froude analogy with an 
undistorted scale of 1/30, while 
for the simulation of longshore 
drift the Dean analogy was 
adopted which conserves the 
parameter H/(wT), where H and 
T are the height and the period 
of the significant wave, and w is 
the sand speed fall. The sand 
used for the bed is siliceous, 
characterized by a 

homogeneous granulometric size distribution, with D50=0.129 mm and speed fall w=1.91 cm/s measured 
in the laboratory using a pipe with continuous methodology (G. Ranieri, 2002). The groins and 
submerged breakwater were constructed with boulders of D50=30÷43 mm. 

In the model, the irregular waves, with JONSWAP-type spectrums, were generated from two 
different directions: the first with the wave front parallel to the coast line and the latter inclined at 15°. 
On the basic configuration shown in figure 1, a series of tests were carried out designed to examine 
various types of protection structures. 

Water surface elevations were measured using a series of resistive wave gauges fixed on tripods. In 
particular, three of them were placed in front of the wave maker at appropriate distances from each other 

Figure 1. View of the model. 



(figure 2). In order to estimate the offshore wave height, two pairs of probes were placed in front of the 
offshore breakwater with the aim of determining the incident and reflection wave. Five probes were 
placed onshore in order to determine the transmitted wave. 

During the wave attacks, each probe acquired 
4096 items of data with a sampling frequency of 20 Hz; 
therefore, the duration of each measurement was 205 
seconds.

An analysis of the results confirmed that the 
Ursell number (Ur) is a significant parameter for the 
identification of non-linearity phenomena in the 
propagation of random waves, as is the case for 
sinusoidal waves. 

In particular, the trends of parameters E2/E1 and 
E3/E1 vs. Ur were examined with reference to all 

measurements corresponding to non-breaking waves; E1, E2 and E3 are the spectrum energy near the 
peak frequency fp, the first harmonic 2fp and the second harmonic 3fp, respectively. It was observed that 
for Ur less than 6, the ratio E2/E1 is almost constant, with a value of approximately 0.1; it subsequently 
increases with Ur. Similarly, the ratio E3/E1 is constant for Ur less than 6, with a value of approximately 
0.01, it subsequently increases with Ur. This behaviour shows a rise in non-linearity phenomena, and 
therefore energy already transfers to higher frequencies (non-breaking conditions) from values of Ur

equal to 6. 
These results are in good agreement with other experimental studies, in particular with the tests 

carried out by A. F. Petrillo (1988), although these were carried out in different geometric and 
ondametric conditions and on a different type of experimental configuration (2D Physical Model). 

A comparison between the data (figure 3) shows that in Petrillo’s study, non-linearity phenomena 
near the second harmonic occur for Ur > 10 rather than for Ur > 6. 

Figure 3.  Trend of E2/E1 and E3/E1 vs. Ur; the experimental data are superimposed over the data of Petrillo A.F. 
(1988) and Guza and Thornton  (1980). 

Figure 4 shows the spectra of a number of examined probes for one of the sea states under study          

Figure 2. Wave gauge positions. 
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(Hs = 15.7cm in model scale). The values between the square brackets are in prototype scale. These 
spectra show the changes that occur passing from deep to intermediate and shallow waters. 

Figure 4. Spectrum evolution passing from the deep to intermediate and shallow waters. 

In figure 5 the value HS/d vs. d/LP is plotted with reference to all the configurations studied, both 
breaking waves (square points) and non-breaking waves (round points). From the diagram it is possible 
to identify three areas of spectrum behaviour: the first, that of regular evolution, delimited above by the 
curve E2/E1=0.10; the second, transformation, and the third, breaking (for maximum wave steepness). 

The diagram shows that the area of transformation is wider than the area obtained by Petrillo 
(1988); in fact, the spectra highlight that there is no noticeable non-linearity phenomena even when d/LP

> 0.15. On the other hand, plotting the values H/gT2 vs. d/gT2 in Le Mehaute’s diagram with reference to 
all examined configurations (figure 6) for both breaking waves (square points) and non-breaking waves 
(round points), the points of the measurements corresponding to deep water settle in the field of validity 
of Stokes 2nd order theory. 

Figure 5. Trend of H/d vs. d/L; the experimental data are 
superimposed over data of Petrillo A.F. (1988) and Guza 

and Thornton  (1980).

Figure 6. The experimental data are superimposed over 
the diagram of Le Mehaute.
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In order to analyze energy transfer for both high and low frequencies in the transition from deep to 
intermediate and shallow waters, we considered the numbers mosx and modx; these derive from the 
integral density energy spectrum in the range [0, fp] and [fp, fmax], with fmax the maximum frequency 
spectrum. 

The trends of the ratio mosx/mo ed modx/mo vs. Ur are analysed with reference to all configurations 
under study, both breaking waves and non-breaking waves. The value mo at the denominator is the local 
zero order moment of the spectrum. 

Figure 7. Diagram of mosx e modx vs. Ur.
The figure shows that the values modx/mo decrease with the increase of Ur, up to a value that is near 

0.5, while the evolution of mosx/mo is the opposite, indicating that in deep water the shape of the 
spectrum is flattened, losing its original form. 

Finally, analysis allows us to deduce that, starting from the off-shore area toward the shoreline, the 
sea state spectrum basically undergoes the following changes: initially, there is a decrease of energy 
content in correspondence to the peak frequency with energy transfers to higher frequencies; this 
behaviour reflects the rise of non-linearity phenomena in the propagation of the spectrum. 

Moreover, there are large energy dissipations due to the breaking and transfer to low frequencies, 
which flatten the spectrum so that the spectrum shape is completely different with respect to the original. 
Indeed, the energy in correspondence to the peak frequency does not outweigh the other frequencies. 

Near the shoreline, there are high energy levels at low frequencies: this justifies the slow 
fluctuations of the average sea level which occur in this area (surf-beat phenomenon). 
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Abstract 

The present study investigates the behaviour of overtopping flows falling on the leeside of a rubble mound 
breakwater through laboratory measurements.  The overtopping flows are known to mainly affect the 
leeside stability of the breakwater.  This study focuses on not the conclusive stability but the variations of 
the overtopping flows depending on wave or geometry parameters.  Using an image technique with 
shadowgraphy, the measurements of surface profiles, front velocity, and plunging distance in the leeside 
were carried out.  Various wave and geometry parameters were tested to find how the properties of the 
overtopping flow change. 

1. Introduction  

The amount of allowable overtopping for design criteria depends on the function of a particular structure.  
A breakwater for protection of basins from waves may allow heavy overtopping unlike other maritime 
structures (e.g. low-crested breakwater).  During the overtopping process, the overtopping wave crest may 
have extreme momentum and subsequently create a jet-like flow after the crest of a breakwater.  The 
overtopping flow and induced falling jet flow may cause damage to exposed elements consequently 
influencing the leeside stability of a breakwater.  Kudale and Kobayahi (1996) named the overtopping 
water falling on the leeside as the overtopping jet.   

Most experimental studies about the leeside stability have focused on searching for the relation 
between resulting stability and either wave parameters or breakwater geometry.  However, the behaviour 
of the overtopping jet has been rarely studied although the overtopping jet is considered a cause directly 
related to the damage.  This study investigates the overtopping jet impinging on the leeside through 
measuring the front velocity, layer thickness, and plunging distance.  The plunging distance is the distance 
from the rear end of the crest to the overtopping jet centre as described in figure 1.  For the measurements, 
an image-based technique using shadowgraphy was employed to plot the interface profile and obtain the 
velocity.  

Figure 1. Overtopping jet and plunging distance. 



2. Experimental Conditions 

The overtopping flow was experimented for the rubble mound breakwater 1:40 scaled from a typical type. 
The experiments were performed in a 2D wave tank that is has a length of 50 m, a width of 1.2 m, and a 
height of 1.5 m equipped with a piston type wavemaker.  The model of the rubble mound breakwater 
consists of a rectangular caisson and a 1:1.5 sloped armour layer of 32t TTP.  The structure has a height of 
0.6 m, a constant freeboard of 0.10 m.  The wave tank was filled to a water depth of 0.50 m at the model 
location throughout the experiments.  The deck width of the structure varied to examine the effect the 
structure geometry.  In addition, regular wave parameters such as wave period and wave height varied in 
order to find the influence of the wave parameters to the overtopping jet.  The wave parameters are 
presented in Table 1. 

Table 1. Tested conditions of wave and geometry. 

Wave height (cm) Wave period (sec) Water depth (cm) Deck width (cm) 

8, 10, 12, 14, 16 1.2, 1.5, 1.8, 2.1, 2.4 50 17, 34, 51 

Since the overtopping flow is generated from large waves and tends to be aerated, difficulty consists 
in measuring water elevation and velocity.  Water surface gages of intrusive type fail to measure interface 
between air and air-water mixture of a two phase flow.  The interface also prevents velocimetries of 
various types from giving high accuracy with measuring successfully.  In this study, images captured using 
shadowgraphy were used to plot the interface profile and to obtain the velocity using the correlation.  The 
surface profile and interface can be obtained by intensity difference in images from air or water area.  The 
shadowgraphy technique is described in Ryu et al. (2005).  The shadowgraphy measurements were carried 
out by installing an acrylic sheet and light inside the tank as shown in figure 2.  The images illuminated by 
the shadowgraphy setup were captured with a high speed camera with a high resolution. 

     
Figure 2. Experimental setup: model (left) and  

shadowgraphy setup(right). 

3. Results and Discussion 

The overtopping flows were generated from regular waves to clarify the effect of wave period and height 
on the behaviour of the overtopping jet.  Based on the measurements, the variations of the front velocity, 
plunging distance, and layer thickness were analyzed depending on the parameters.  In this paper, the 
plunging distance results of the overtopping jet are presented.  The distance of the overtopping jet was 
determined from intercepted points of the free surface and plunging overtopping water by checking the 
captured images.  The results were plotted in figures 3 and 4 with respect to both wave period and wave 
height, respectively.   Although all the conditions summarized in Table 1 were tested, the cases giving a 
plunging jet less than 5 cm were not plotted in the figures.  It is because the overtopping water with less 
than 5 cm plunging jet shows very small momentum.  From the plotted results, the plunging distance is 
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found to increase with increase of the wave height and wave period.  From figure 3, it is shown that the 
plunging distance increases linearly with wave period for the cases with wave period of 1.4 sec or larger.  
The distance against the wave height also shows increasing pattern as shown in figure 4.  For smaller wave 
period cases, the increasing pattern is linear while the pattern becomes nonlinear as the wave period gets 
larger.  The results show that the plunging jet of the overtopping water clearly depends on the wave period 
and wave height. 

    Figure 3. Plunging distance depending on wave period. 

   Figure 4. Plunging distance depending on wave height. 

In addition, 3 different deck widths of the structure were tested to examine the geometry effect for the same 
wave conditions.  In figures 3 and 4, the solid lines represent the deck width of 17 cm, dotted lines for 34 
cm, dashed line for 51 cm, respectively.  As the deck distance increases, the distance tends to decrease.  
Although the pattern is observed from most cases, the effect is relatively insignificant.  

References  

Kudale, M. D. and Kobayashi, N. (1996) "Hydraulic stability analysis of leeside slope of overtopped 
breakwaters." Proc. 25th Coast. Engrg. Conf., ASCE,  1721-1734. 

Ryu, Y., Chang, K.-A., and Lim, H.-J. (2005) “Use of bubble image velocimetry for measurement of 
plunging wave impinging on structure and associated greenwater.” Measurement Science and 
Technology, 16, 1945-1953. 

187





Coastlab08, Book of Abstracts 
©2008, Nuova Editoriale Bios, Italy 

WAVE RUN-UP ESTIMATION FOR IRREGULAR DIKE PROFILES BASED 
ON FIELD MEASUREMENTS 

Joachim GRÜNE (1)

(1) Dipl.-Ing., Coastal Research Centre (FZK) of Leibniz University Hannover and Technical University 
Braunschweig, Merkurstrasse 11, 30419 Hannover, Germany, E-Mail: gruene@fzk.uni-hannover.de 

Abstract 

The paper deals with the estimation of wave run-up on irregular dike profiles under real sea state 
conditions. A composite model was developed which calculates the spatial distribution of wave run-up, 
using a modified approach for an equivalent slope. This model was tested with results from field 
measurements. 

1. Introduction 

The safety analysis of dikes and revetments nowadays plays an important role in coastal zone 
management due to the discussion about increase of storm activity and increase of water level rise as 
consequences of global climate change. Far from all considerations with respect to probabilistic 
approaches the basic tool is a realistic calculation of wave run-up and overtopping. For the performance 
of a safety analysis, model and procedure has been developed for calculation of the decisive wave run-up 
and overtopping of coastal protection dikes.  

This model considers the natural sea state characteristic as well as the complexity of irregular dike 
cross-sections in nature and are based on results from extensive wave measurements on foreshore of 
dykes at different places at the German North Sea coast and on results from wave run-up measurements 
in field at dikes with different cross-sections and sea state conditions as well as from large-scale 
laboratory tests and on results from long-time flotsam level field surveys. 

2. Equivalent slope for dikes with irregular profile 

For application on dikes with irregular profiles existing in nature an equivalent slope has to be defined 
which is often done by linear interpolation between two levels on the slope as defined schematically in 
Fig. 1. Considering the physical wave breaking process on slopes, two ranges may be distinguished 
between breaker point and maximum wave run-up, which is divided by point z on the slope hidden by 
the breaker tongue as shown in Fig. 2.  

Fig. 1  Definition of equivalent slope 



Fig. 2  Schematic sketch of geometrical interaction between wave breaking and wave run-up 

Results from field measurements and large-scale laboratory tests indicate that the main level of z is 
at SWL – 0.5 H1/3 and the influence of slope on wave run-up is stronger for the range above z as below 
z. This leads to a linear interpolation between SWL – 0.5 H1/3 and R for a realistic equivalent slope. In 
Fig. 2 four other definitions are given which are recommended by different authors. 

3. Estimation of wave run-up and comparison with field data

For performing safety analysis of coastal protection works a type of composite model was developed, 
which calculates the spatial distribution of wave run-up. This composite wave run-up model is based on 
Math-CAD and combines the extended analytical-empirical Hunt-formulae with the actual state of the art 
knowledge from results of small- and large scale laboratory tests and field measurements. The model is 
calibrated by comparison with results from synchronous field measurements of wave climate and run-up 
with instruments and flotsam levels. 

For one field measuring location a calculation is shown in Fig. 3 exemplarily using different 
definitions for the equivalent slope. The run-up data, calculated with the composite model, are compared 
in the upper plot with those, measured with an electronic wave run-up gauge and in the lower plot with 
those, evaluated from flotsam level surveys. For the calculations of Ri the relation Rmax / R98 = 1.1 has 
been used, as found from the field measurements and which depends on the dyke slope angle. SWLkrit

indicates the maximum SWL before overtopping differ for both calculations consequently. 
Procedures for verification and calibration of the model and applications are presented and 

discussed in the final paper. 
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Fig. 3  Comparison of calculated wave run-up SWL + Ri with results from field measurements 
(gauge data in the upper plot, flotsam level data in the lower plot) measured at Stinteck location 
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Abstract 

The paper addresses some scientific and implementation aspects of wind wave modelling and forecasting 
using conventional wave models based on wave theory and a relatively new tool that is artificial neural 
networks. Wind wave simulations are performed using the state-of-the-art third generation models WAM 
and SWAN forced with a coarse resolution global reanalysis wind fields. Application of different neural 
network architectures with supervised learning trained to establish relationships between forcing and 
wind wave generation are estimated. 
Key words: wind forcing, wave modeling, artificial neural networks 

1. Introduction 

Sea state is an essential element of the coupled atmosphere - ocean system. Wind waves are one of the 
phenomena that determine the surface splitting these subsystems regulating the climate dynamics. 
Moreover, they affect many human activities such as navigation, design of hydro-technical constructions, 
production and transport of oil and gas, marine tourism, and are one of the main factors for 
environmental security in the coastal zone and shore areas. 

Numerical modelling is one of the most useful tools for simulation and understanding of the wave 
evolution. In the study this tool is implemented using the atmospheric pressure reanalysis that is proven 
to give more realistic results (Davidan et al., 2006). 

On the other hand, the application of neural networks method to a growing number of practical 
cases including environmental, financial, and engineering problems during the past ten to fifteen years is 
very successful. Tissot et al. (2000) carried out an application of neural networks to water level 
forecasting in the Gulf of Mexico. Results obtained from the neural networks by Mavrova-Guirguinova 
et al. (2007) can be used for the general prediction of the wind wave period and height as mean values in 
deep and shallow water for unlimited wind duration. The modeling philosophy applied in this paper is to 
train a neural network to establish relationships between forcing and wind wave generation by fitting the 
special features of particular wind field.  

The aim of the present study is to discuss the point and accuracy of simulations using the two 
different methods. Obtained results are compared against in situ measurements of wind wave parameters 
collected in the Western Black Sea shelf. Attempt is made for a critical review of techniques limitations. 
The chosen period of simulation is December, 2006. 

2. Wave modelling 
2.1. Traditional wave modelling: concept, forcing and models 
Traditional wave modelling is based on the concept of spectral models that describe th  evolution of the 
two-dimensional wave spectrum without any assumptions on the shape of the wave spectrum. They 



computes it through integration of the transport equation taking into account of all established source -
sink components: wave generation by wind forcing and coupling between the air fluctuations and waves, 
energy transfer between wave components, and wave dissipation due to variety of processes. 

Here, the wind forcing comes from the ECMWF global reanalysis with 2.5° spatial resolution. 
WAM (cycle 4) a third generation wave model is adopted for deep water (Komen et al., 1994). The 
source function is a superposition of the wind input, white capping dissipation and nonlinear transfer. 
SWAN, a numerical wave model designed for coastal areas, is employed for wave simulations in the 
Western Black Sea shelf. The source/sink terms include additionally triad wave-wave interactions, wave 
diffraction and wave energy dissipation due to bottom friction and wave braking (Booij et al., 1999). The 
wave propagation in the models is implemented on a spherical grid. Spatial resolution of WAM and 
SWAN simulations are 0.5° and 2 min, respectively. 

2.2. Neural networks: principles and methods 

Neural networks method is a computational (artificial) intelligence mathematic technique of machine 
learning. The concept of neural networks becomes known in the sixties as a rough emulation of the 
functioning of the brain. The main advantages and key characteristics of neural networks for wind waves 
forecasting are their non-linear modeling capability, their generic modeling capacity, their robustness to 
noisy data, and their ability to deal with high dimensional data (Rumelhart et al., 1995). At the heart of a 
neural network is the assignment of proper weights and biases to the elemental neurons of the network. 
Rumelheart et al. (1986) developed a type of learning algorithm to assign such a set of optimum weights 
and biases called Backpropagation. 

The application of neural networks to wind waves forecasting consists in designing and training a 
network that, given a time series of wind velocity and wind direction, correctly predicts wind wave 
parameters. For the Galata gas exploration platform the time series data for wind velocity, wind direction 
and wave height for December of 2006 were analyzed. The whole data is divided into two dimensional 
input-output training data set (4x372), validation data set (4x185) and test data (4x186) – see neural 
network structure on Figure 2. The first part of the data (training data) was used for building models, the 
remaining data to the second part (validation and test sets) to validate the model and to check its 
prediction capability in unseen data. All computations are performed within the MATLAB 7.1 and the 
Neural Network Toolbox.  

3. Results and Discussions
Davidan et al. (2006) concluded that the quality of the Black Sea products derived from the reanalysis of 
atmospheric pressure field satisfy the scientific requirements for reliable wave simulation.  

0 50 100 150 200 250 300
0

2

4

6

8

10

12

14

16

18

W
in

d 
sp

ee
d 

[m
/s

] 

Time [hours]

Measured
NCEP

Figure 1. Global model output for the Galata shelf grid point for December, 2006 compared with available wind 
speed measurements. 
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As the quality of the forcing is key factor, Fig. 1 shows direct comparison between the wind speed 
computed by the downscaled global model and measured one at the Galata platform. The model output 
matches well the general character of the measured series. These results are logical as having a lower 
resolution, reanalysis fields cannot reproduce the smaller scale fluctuations.  

On its turn, the neural network model is trained over one of the data set and then applied to the two 
other data sets to assess the model performance. The fact that a simple neural network (Fig. 2) is able to 
make relatively accurate wind wave predictions should not be surprising with regard to non-linear 
modeling capability of the neural models. The network here was not optimized and the results obtained 
can be estimated as preliminary after a rough modeling state. 

Figure 2. Neural network structure 

The first output (significant wave height) seems to track the targets reasonably well, and the R–
values of regression are almost 0.9. The maximum of the error in simulating of the significant wave 
height Hs is 0.70m (Fig. 3). Fig. 3 shows simulated and measured Hs by neural network with comparison 
with SWAN model output for the Galata platform grid point. 

During the period SWAN with WAM boundary conditions slightly overestimates the waves with 
height  0.5m, while the neural network model achieves quite reasonable results. The three major 
windsea peaks are quite well reconstructed by both techniques; in particular the storms occurred around 
12 December and during 20-22 December. As discussed earlier, the SWAN error is related mainly to the 
resolution of driving fields that is well discernable in Fig. 1 and 3 with respect to the largest windsea 
peak in the series. The neural network forecasts this peak slightly better. 

a)

b)

Figure 3. Comparison of simulated and measured Hs: a) by neural network model; b) by SWAN model. 

The models quality is checked when the network training set was post processed by linear regression 
between single output by neural net A and T- the corresponding measured data output (target).   
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In the Fig. 4, the same is implemented for the results obtained with the conventional wave modeling 
technique. The scatter plots show that the neural network model forecasts slightly better the significant 
wave height. However, this results from the fact that the neural network model is fed directly with the 
measurements, while the conventional wave models are driven with estimates of the real atmospheric 
conditions. 

Figure 4. Scatter plots for measured and simulated significant wave height by neural network model (left)  
and SWAN model (right). 

4. Conclusions and future challenges 

It can be concluded that all models are accurate enough. Being very well developed, conventional wave 
models are quite sensitive to the quality of wind forcing and eventual drawbacks in their physics, such as 
poor parameterization of wave dissipation and insufficient resolution of the wave spectrum, have lower 
order of significance. Another external problem is confined accuracy of the bottom topography data that 
is crucial for estimation of wave transformation.  

On the other hand, large amounts of observational data are required to apply neural network’s 
technique. Increases in the performance and decreases in the cost of sensors, telecommunication and 
overall information processing equipment should continue for the foreseeable future and make the 
deployment of data driven models possible for most coastlines. 

The study should be seen as a first attempt of inter comparison of the two applied modeling 
approaches. However, it can be already said that neural network method and conventional methods can 
be used in combination to further the development of wind wave modeling. 
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Abstract  

This paper describes a set of scale model experiments carried out at the National Civil Engineering 
Laboratory (LNEC) to simulate, in a flume, the wave propagation along a constant slope bottom which 
ends on a seawall structure. This is a type of coastal defence structure quite commonly found in the 
Portuguese coast. Tests were undertaken using 1:10 and 1:20 physical model scales and measured data 
were the free surface elevation along the flume, runup levels, overtopping volumes and wave induced 
pressures on the structure. Statistical analyses were performed (both in the time-domain and in the 
frequency-domain) based upon the free surface elevation obtained along the flume. This work is the basis 
of a composite modelling technique, using numerical and experimental tools, to assess the influence of 
the physical model scale on the simulation of wave propagation up to wave breaking in front of such 
structures. 

1. Introduction 

The Composite Modelling of the Interactions between Beaches and Structures (CoMIBBs) project (a 
joint research activity of the European Union Integrated Infrastructure Initiative HYDRALAB III) aims 
at developing novel methodologies, involving both experimental and numerical techniques, by using the 
so-called composite modelling concept. These methodologies are meant to be applied to the interactions 
between hydrodynamics, structures, sediment dynamics, and beach/nearshore bed response. One of 
LNEC’s tasks on COMIBBs focuses on developing a composite modelling methodology able to assess 
the influence of the physical model scale in the ability to properly simulate the wave propagation in the 
flume from offshore up to the wave breaking line, just in front of the coastal structures, especially when 
the wave breaking phenomenon plays an important role. Notice that the scale at which the physical 
model is built does influence the accuracy of the measurements of wave breaking quantities. 

The proposed composite modelling methodology, Fortes et al. (2008), involves a numerical model 
that will help on the design of the large-scale experimental set-up and on the evaluation of its expected 
scale model effects. On the other hand, the physical model will provide the information needed for the 
calibration of the numerical model parameters.  

The calibration of the numerical model was attained by evaluating the scale effects and measuring 
the wave conditions on wave breaking and in the vicinity of the structures of several physical model tests 
performed at one of LNEC's flumes. The description of the physical model tests, their results and 
statistical analysis are presented and discussed.  

2. Prototype characteristics and experimental set-up

A physical model was constructed representing a prototype of a 1:20 beach slope ending on a 1:15 
seawall. Two case conditions were selected: Case A, where the depth at the toe of the structure was 10 m 
or 11.5 m; and Case B, the depth at the toe of the structure was 20 m or 23 m, Figure 1. Physical model 



tests were carried out at LNEC’s COI2 wave flume (73 m long, 3 m wide, and 2 m deep), where 
generation and absorption of regular and irregular waves can be performed (Figure 1). This flume is 
equipped with a piston-type wave-maker controlled by the AWASYS (Troch, 2005) active wave 
absorption system. 

a)

x

y
1

20 

200 m 

10 m 

h1=10 m 

7.5 m 

357.4 m 

13.27 m 
h2=11.5 m  

9.34 m  

L1 =186.75 m 

6.84 m 

Cot_Cor
=16.84 m 

b)

x

y
1

20

400 m 

20 m 

h1=20 m 

15 m 

714.8 m 

26.54 m 
h2=23.0 m  

18.68 m  

L1 =373.5 m 

13.68 m 

Cot_Cor
=33.68 m 

Figure 1 – Prototype: a) Case A; b) Case B. 

The prototype cross sections shown in Figure 1 were reproduced in the physical model at two 
different scales, 1:10 and 1:20 for Cases A and B, respectively (Figure 2). 

a)  b)  

Figure 2. COI2 flume. 

The considered physical model domain included the bottom profile and the seawall structure. Tests 
were conducted with both regular and irregular waves. For each model scale, a set of prototype test 
conditions were simulated: four incident wave heights (1, 2, 4 and 6 m), three wave periods (8, 12 and 
14 s) and two tide levels. The flume was equipped with 6 resistive-type wave gauges to acquire sea 
surface elevations, 4 pressure transducers placed on the face of the structure to obtain wave induced 
pressures on the structure and one resistive gauge to measure run-up levels. The equipment used to 
collect the overtopping water was a weir located at the back of the structure, a chute to direct the water to 
the weir and a gauge used in the weir to measure the variation of water level within a test, allowing 
determination of the mean overtopping discharge.  

Every test condition was repeated six times to measure the free surface elevation at 26 different 
locations, using six resistive gauges during each test, two of which always placed in front of the wave-
maker.. Time-domain statistics were computed: root-mean-square wave heights and corresponding 
values of the standard deviation, skewness and kurtosis. A frequency-domain analysis was also carried 
out at selected points of the flume, for completeness. The measured data as well as the statistical analyses 
will be presented and discussed in the paper.  
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1. Introduction 

Despite most of experiments performed in physical modelling of coastal problems use random waves, 
periodic wave tests can be rather useful when a specific matter has to be studied under controlled forcing 
conditions. In this regard it should be noticed that many research topics refer to phenomena which take 
place in shallow water. Accordingly,  either small water depth or long wave periods are needed. 
Obviously in planning the experiments the best would be generating waves under a quasi deep water 
condition, using a long mild slope to reach the desired water depth. Of course, it could require a rather 
long flume that, however, might be either not available or render the experiments too lengthy.  Thus, 
waves are often run directly on a small depth, compared to wavelength, with wavemaker still moving as 
a simple sinusoid. In these cases results will be likely contaminated by the generation of secondary free 
waves, which travel throughout the channel and interfere with the primary oscillation. As a consequence, 
the resultant motion is no longer permanent and waves change their shape depending on the location 
across the flume. Altogether the periodic forcing which effects we wish to study, is substantially 
distorted by one or more high order harmonics, propagating with their own phase speed (Buhr Hansen & 
Svendsen 1974). Flick and Guza (1980) clearly showed them to have the same order of magnitude as the 
bound high harmonics of the main wave. They also showed these disturbances cannot be eliminated but 
adding a compensating motion to the wave-maker. For example,to properly generate a second order 
Stokes wave on a limited flat bottom the wavemaker should have a two component motion instead of a 
simple sinusoidal one. 

Obviously it is of interest to predict the magnitude of spurious free waves for a given experimental 
condition to check in advance the reliability of measurements to be performed. This requires:  

o A calculation method or formula predicting the amplitude of free waves. Hopefully it should 
be as simple as possible; 

o A reliable technique for measuring the disturbances and validate prediction tools. 

Previous points represent the core of present work. In particular the paper focuses on second order 
free waves, the amplitude of which can be predicted by a simple expression proposed by Madsen (1971) 
after a second order Stokes development of the wave-maker problem.  In the following, Madsen theory is 
compared to results of physical model tests, conducted at the small scale flume (SSC) of the LInC
Laboratory of the Hydraulic, Geotechnical and Environmental Engineering Department (DIGA) of the 
University of Naples Federico II. To experimentally measure the amplitude of the undesired 
disturbances, an innovative technique recently proposed by Lin & Huang, (2004) was used.  It returns 
amplitudes and phases of different components of the wave oscillation process (either phase-locked and 
free and both incident and reflected) from the simultaneous recording of free surface profiles at four 
different locations.  

On the whole the hopeful agreement between experimental and theoretical estimations will validate  
Madsen theory and Lin & Huang technique each other.  



2. Review of Madsen Theory (1971) 
Under the assumption of long waves (h/L< 0.1), Madsen faced the wave-maker problem using the Stokes 
perturbation technique at the second order. The author considered the paddle motion to be simply 
sinusoidal (Figure 1); hence the solution at the first order relates wave amplitude, a, and paddle stroke, 

0, according to the well-known expression presented in several textbooks (e.g. Dean and Darlymple, 
1984):
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where ko obeys the linear dispersion relationship with reference to the fundamental  period T.

Figure 1. General scheme for wave-maker problem. 

The key of Madsen work is the second order solution. By applying the Stokes perturbation method the 
author came to a non homogeneous system of linear differential equations, including a wave-maker 
boundary condition. This system can be solved by superimposing two problems. The first is given by the 
inhomogeneous equations where the wave-maker boundary condition is not considered. It basically gives 
the classical phase-locked term of second order Stokes waves. The second problem to be addressed is 
homogeneous and satisfies the second order wave-maker boundary condition. For the governing 
equations of the latter are homogeneous, free waves will be generated; they travel across the channel 
with their own phase speed and interact with the primary second order Stokes wave.  The amplitude of 
these free disturbances, as obtained by Madsen, are reported below:
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3. Experiments 
Periodic wave experiments have been 
conducted at the small scale channel (SSC) of 
the LInC Laboratory of the Hydraulic, 
Geotechnical and Environmental Engineering 
Department (DIGA) of the University of 
Naples Federico II. SSC (Figure 2) is 23.50m 
long, 0.80m wide and 0.75m deep and is 
provided with a piston type wave-maker 
capable of generating both regular and 
spectral waves. An active wave absorption 
system is also mounted on the paddle. A 
spending rubble beach has been constructed at 
the end of the flume (opposite to the 
wavemaker), to minimize effects of reflection.       
The beach was made up on three parts with 

two different slopes, namely 1:10 (inner and 

x

z W a v e -m a k e r

h

Figure 2.  View of  SSC
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seaward part ) and 1:20 (middle part). The still water level has been kept constant at 31.5 cm; two wave 
periods were used, giving a range of relative water depth, h/L, from 0.03 to 0.05. For each wave period 
we have run 9 wave heights, ranging from 4 to 12 cm, to get an ensemble of 18 different tests on the 
whole. Wave measurements were achieved at 28 different positions. 

As a preliminary check of applicability of the Madsen theory, we verified that the Ursell number
calculated with the target wave height were much less than 32/3 2 which is the theoretical limit for the 
second order Stokes theory is accurate.

4. Lin & Huang method (2004)  
The main assumption in the Lin & Huang method is that periodic waves can be described through a 
simple sum of an infinite number of discrete components, each with its own frequency, wave height and 
phase speed. Hence, taking into account the free and the phase-locked modes in the higher harmonics, 
the free surface elevation at whatever position in a wave flume can be expressed as follows:  
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After the Fourier transform has been applied to Equation [3] and a last squares method has been 
used to minimize the error caused by possible signal noise, we obtain a simple system of linear equation 
where the (complex) unknowns are the amplitudes and phase constants of different modes. Due to the 
high values of Ursell number for our experiments, the system above has been solved at the 3rd order.  
However for comparing measurements with Madsen theory, only 2nd order components have been 
analysed. 

5. Experimental results 
Figure 3 shows a sketch of the wave profile as acquired at two different positions along the flume. The 
effect of secondary waves is rather evident with shape of the waves changing with position; it is of 
interest that a secondary crest appears and disappears during propagation. Figure 4 shows a comparison 
between predictions of Madsen theory and measured amplitude of second order free waves. The 
agreement seems quite reasonable indicating that Ling & Huang method would work properly, at least 
for the hydraulic conditions here investigated. As a confirm of this, Figure 5 plots measured values of 
second order bound wave amplitudes vs. those given by the Stokes theory. Again the comparison is 
favourable apart from one point that lies very far from the perfect agreement line. However measured 
values are always somewhat larger than theoretical ones, giving overpredictions of 20% on average.  

Figure 3. Example of wave profiles: H=8cm; T=2.5s. 
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Figure 4. Measured secondary free amplitude (in cm) vs.  Figure 5. Measured bound wave amplitude (in cm)     
theoretical predictions of Madsen theory.    vs. theoretical predictions of Stokes theory 
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Abstract   

A pre-operational hydrodynamic model of the Baltic Sea, developed at Institute of Oceanography, 
University of Gda sk was applied in post-hoc analyses of storm surges in the Oder mouth area (the 
southern Baltic Sea). Testing the applicability of the model on storm surge events in 2005-2007 showed 
a good agreement between the modelled and observed distributions of sea levels as well as water 
temperature and salinity. The model correctly reflected events involving high-amplitude and rapid water 
level fluctuations; it also generated relatively good flow simulations. 

1. Introduction 

The Oder mouth area (a complex structure encompassing the lower Oder branches, the Szczecin Lagoon, 
and the inshore Pomeranian Bay in the southern Baltic) is exposed among others to storm surges (Fig.1). 
They occur as a result of the passage of deep and intensive low-pressure systems over the Baltic Sea. In 
the Pomeranian Bay, the passages of depressions generate considerable sea level fluctuations, i.e. may 
produce 1.0-2.0 m high local storm surges and 0.5-1.5 m deep storm falls. During heavy storms the 
brackish bay water can enter the Szczecin Lagoon raising the water level in the Szczecin Lagoon and 
downstream reach of the Oder River. Due to strong suppression of sea level fluctuations in the straits 
connecting the Pomeranian Bay with the Szczecin Lagoon, water level fluctuations in the Lagoon and in 
the Oder channels are much weaker and follow, with a delay, changes in the sea level. The influx also 
affects the Lagoon’s physical and chemical characteristics. 

Over the recent years, the hydrodynamic regime of the Pomeranian Bay and Szczecin Lagoon has 
been studied with the help of numerical models by, i.a. Lass et al. (2001),  Ka as et al. (2001). The 
hydrodynamic regime of the Oder mouth was described by, i.a., Ewertowski (1988). In this study a 3-D, 
pre-operational hydrodynamic model of the Baltic Sea (M3D_UG), developed at Institute of 
Oceanography, University of Gda sk, was applied in post-hoc analyses of storm surges in the Oder 
mouth (the southern Baltic Sea). The model was based on the Princeton Ocean Model (POM), as 
described in detail by Blumberg and Mellor (1987). Adapting the model to the Baltic Sea required 
certain changes in the numerical calculation algorithm (Kowalewski, 1997). The open boundary was 
located between the Kattegat and the Skagerrak. A radiation boundary condition for the vertically 
averaged flows was applied.  The solar energy input was calculated based on astronomical data and 
meteorological conditions (Kr el, 1997). Other components of the heat budget at the sea surface were 
derived from meteorological data and simulated sea surface temperatures (J drasik, 1997).  
Meteorological data were taken from the Unified Model for Poland Area (UMPL). The model takes into 



account 153 riverine discharge events.  Because of wind-driven water back-flow in the Lower Oder 
channels, a simplified operational model of the Oder discharge based on water budget in a stream 
channel was developed (Kowalewska-Kalkowska, Kowalewski, 2006).  To obtain an adequate resolution 
and reliable data spatial spacing of about 1 km (0.5 nautical mile) was applied both for the Pomeranian 
Bay and Szczecin Lagoon.   

Figure 1. The Baltic Sea and the Oder Mouth with station location. Legend: 
winouj cie (1), Mi dzyzdroje (2), Koserow (3), Trzebie  (4), Ueckermünde (5), 

Szczecin (6).   

Evaluation of the model’s performance in the Pomeranian Bay and Szczecin Lagoon showed a good 
fit between modelled and observed distributions of data sets. The modelled water levels produced a very 
good fit, with correlation coefficients exceeding 0.93.  A very good agreement was obtained also in 
water temperatures. The correlation coefficients between the empirical and numerical data sets exceeded 
0.98. A somewhat poorer fit was obtained for salinities. The model correctly reflected hydrodynamic 
conditions and seasonal variability of the variables analysed; it also generated relatively good flow 
simulations.  

2. Application of the model to forecasting storm surges  
The good fit between the observed and the predicted data was an incentive for checking the accuracy of 
the model on storm surges events in 2005-2007. Temporal sea level variations in the region, as 
approximated by the model, may be visualized for a case involving a storm surge period that occurred in 
February 2007. Beginning on 31 January, the sea level began to rise as a result of the passage of deep 
low from the North Sea over the southern Baltic and then eastwards.  The model predicted that increase 
in sea level fairly accurately (Fig.2).  The maximum values (1.0 m above the mean sea level in 

winouj cie) were also predicted with a high accuracy. Next day, the ensuing drop in the sea level was 
also accurately approximated by the model. For winouj cie, some underestimates were produced only 
by 1 February forecast. Beginning on 2 February, the sea level began to rise again as a result of the 
advection of a new depression over the Bothnian Sea, to reach the maximum of 0.7 m above the MSL in 

winouj cie on 3 February. That increase in sea level was slightly overestimated by the model. The 
ensuing drop in the sea level over the following days was accurately mimicked by the model.   
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Figure 2. Observed and predicted water levels in winouj cie and Trzebie  during the storm surge 
in February 2007, as simulated with the M3D_UG model.  Legend: forecasts from 30 January to 5 
February. 

During the storm surge discussed, the Szczecin Lagoon stations showed much weaker water level 
fluctuations. From 31 January to 1 February, a constant increase in the water level until the maximum of 
0.76 m above the MSL (Trzebie ) was observed (Fig.2). That increase was very accurately predicted by 
the model in terms of the extent, however the maximum was calculated with a delay of some hours by 
the 31 January and 1 February forecasts.  During the next two days, the drop in the water level was 
recorded at first; however, the water level began to rise slowly on 3 February.  Those water level 
fluctuations were reflected well by the model. The accuracy of the second maximum water level 
prediction at Trzebie  was also good (0.67 m above the MSL on 4 February, with a 20-hour delay with 
respect to the second sea level maximum), however it was predicted to occur some hours before the real 
maximum. During the next few days, the slow water level drop was accurately simulated by the model.  

3. Conclusions 

The application of the model to forecasting of hydrodynamic conditions in the Oder mouth area during 
storm surges in 2005-2007 showed good agreement between the modelled and observed distributions of 
water levels as well as water temperature and salinity. In the cases of high-amplitude and rapid water 
level fluctuations as well as fast changes of physical properties of water the model reflected correctly the 
hydrodynamic situation. It also generated relatively good flow simulations.  

A good approximation of hydrodynamic conditions in the Oder mouth area allowed to consider the 
model as a reliable environmental tool for forecasting and analyzing storm surges in the coastal zone of 
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the Pomeranian Bay as well as for studying coastal processes such as mixing of the fresh and saline 
waters in the Oder mouth or the spread of the Oder water in the Pomeranian Bay. A fast online access to 
the hydrodynamic forecast (http://model.ocean.univ.gda.pl) allows potential users to predict the day-by-
day development of processes that may affect different areas of human life and activities, e.g., 
navigation, port operations or flood protection in coastal areas as well as estimation of the hazard of 
coastal pollution due to the Oder River impact. 
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Abstract   

An adequate wave breaking index and its critical condition are required for the numerical simulation of 
wave breaking region. However, the critical condition of wave breaking index used in the phase-
resolving type wave transformation models is not determined from the experimental data but by the 
numerical calibration. In this paper, we calculate the vertical speed of free surface, which is used as the 
wave breaking index in the FUNWAVE numerical model, from the scale model experiments with 
simplified bar-trough beaches, and examine the critical condition.

1. Introduction 

The wave breaking is a quite important event in the nearshore area since it provides the energy to drive 
the nearshore phenomena, such as wave set-up/down, longshore current, etc. The phase-resolving type 
wave transformation models (Boussinesq equation model) are now commonly used for the analysis of 
the nearshore hydrodynamics. In those models, the energy dissipation due to the wave breaking is 
realized by adding extra momentum terms in the governing equation, and the initiation and the 
termination of the wave breaking are determined by an external criterion.  

In FUNWAVE numerical model (Kirby et al., 1998), the vertical speed of free surface ( / t) is 
employed as the wave breaking index. The critical condition (threshold value) is controlled by three 
parameters, such as initiation condition, termination condition and the duration. However, the wave 
breaking index used in the FUNWAVE model is not determined from the experimental data but the 
numerical calibration. Especially, it is not clear how the termination condition of the wave breaking was 
determined. 

Fortes et al. (2007) calculated regular waves on a simplified bar-trough shaped beach by the 
FUNWAVE numerical model and compared it to the physical experimental data. The agreement to the 
experimental data was good until slightly after the initiation of the wave breaking, but poor after that 
point. There are couple reasons which possibly cause the poor agreement, such as the energy dissipation 
intensity, the spatial distribution of breaking (roller) area, the initiation and termination of the event, and 
so on.  Among of them, we concentrate on the critical condition of wave breaking index employed in the 
FUNWAVE because it is not experimentally proven. The wave tank experiments were conducted on 
simplified bar-trough shaped beaches. Experimental data determines the value of the vertical speed of 
free surface at the termination location and the change of index value during the wave breaking reveals 
the problem of the wave breaking mechanism employed in the FUNWAVE model. 

2. Wave breaking index in the FUNWAVE 

The wave breaking index in the FUNWAVE is the vertical speed of free surface. In the actual 



implementation, it is calculated directly from the continuous equation. The critical condition is 
determined by three parameters (initiation, duration, and termination) and varies depending on the 
situation. The critical condition for the non-breaking wave is equal to the value of initiation parameter. 
Once the wave breaking begins, it decreases towards the value of termination parameter with time 
defined by the duration parameter. A coefficient in the eddy viscosity term is set to non-zero value while 
the vertical speed of the free surface exceeds the critical condition, so the momentum sink term is 
included in the governing equation. The initiation and termination values are given in the form 
of gda , where a is a constant, g is the acceleration of gravity, and d is the water depth. The value of a

for the initiation is given 0.35-0.65, and for the termination, it is 0.15. According to Kirby et al. (1998), 
the upper limit of the initiation parameter (0.65) is for monotone sloping beaches and the lower limit 
(0.35) gives better agreement to bar-trough shaped beaches. 

Fortes et al. (2007) calculated regular waves and compared with the experimental data. Fig.1 
displays the comparison between the numerical result and the experimental data with T=1.5sec and 
H=10cm. It displays that the FUNWAVE does not properly calculate the wave breaking over the bar-
trough shaped beach.  In this example, the wave breaking initiates about 150cm before the bar crest. The 
wave height change agrees very well until slightly after the initiation of wave breaking (around -100cm), 
but the great disagreement appears after that point. The disagreement stays even after the termination of 
wave breaking.  

The wave height is not directly connected to the vertical speed of free surface, but it is still the main 
factor of it. Therefore, the value of parameter calibrated in the numerical model may not agree to the 
actual condition due to the other causes in the numerical model. 
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Figure 1. Comparison of wave height change between 
numerical calculation and experimental data (modified from 
Fortes et al. (2007))

3. Wave tank experiments 

Wave tank experiments were carried out at LNEC. The wave flume has 32m long from the wave maker 
to the end of the flume and simplified bar-trough profile beaches were constructed. Slope angles of the 
front face of the bar and the beach section were 1:20 and the three angles of the lee side of the bar (back 
slope) were tested (1:20, 1:40, and 1:80). Water depth was measured at the crest of the bar. The 
experiments were tested with two water depths (d=10 and 15 cm). Fig.2 schematically displays the 
bathymetrical settings of the wave tank. 

A piston-type wave maker generates regular waves with four different wave periods (T=1.1, 1.5, 2.0 
and 2.5 sec). Four input wave heights (H=8, 10, 15, and 20 cm) were tested for cases with d=10 cm and 
two input wave heights (H=10 and 15 cm) were tested for d=15 cm. However, the wave with d=10cm, 
T=1.1sec, and H=20cm was broken at the wave maker due to the steepness condition, so it was discarded 
from the experiment. In total, sixty nine cases were tested in this experiment. In addition to the breaking 
waves, cases in which the wave does not break at the bar were also tested with d=10cm. The input wave 
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height varies on the wave period because of the limitation of the wave maker and the different shoaling 
rate. The input wave heights are 4.0, 3.3, 2.0, and 2.5cm for T=1.1, 1.5, 2.0 and 2.5sec, respectively. 

Resistant type wave gauges were installed in the wave tank and measured the surface elevation 
change with the sampling rate of 100Hz. The spatial distance of the gauge is 10cm. The wave gauges 
were placed from 200cm before the bar crest to the bottom of the trough. So, in cases with smaller input 
wave heights, whole life of wave breaking was measured but the others were recorded only from the 
middle of the wave breaking to the termination. The duration of the record is two minutes so that the 
number of waves recorded is different depending on the wave period. 

Figure 2. Wave tank setting 

4. Results 

The vertical speed of free surface was calculated from the wave gauge record. The maximum values in 
each wave period were collected and made an average. Fig.3 displays the evolution of the vertical speed 
of free surface with d=10cm, T=1.5sec, and H=10cm. In this case, the wave breaking initiates around 
150cm before the bar crest and ceases around 220cm from the bar crest. As shown, the vertical speed of 
free surface decreases after the slight increase after the initiation of wave breaking. The general structure 
of the evolution pattern is the same as the wave height change; the rapid decrease occurs in the outer 
surfzone then it slows down in the inner surfzone. But, different from the wave height change, the non-
linear shape change (from sinusoidal shape to saw tooth shape, or vice versa) involves in the vertical 
speed of free surface, so that it keeps decreasing even after the wave height gets stabilized (See Fig.1).  
The value at the initiation is slightly higher than the proposed value ( gd.650 ) but the value at the 
termination is nearly equal to the proposed value ( gd.150 ).

More results and the comparison with the numerical model will be presented in the Coastlab08 
conference. 
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Abstract 

Spur dikes have been used extensively for erosion control in the external wall of river bends. 
Experimental investigation on scoring and determination of depth of scoring are among the most 
important issues in spur dike designation.  

One of the effective parameters on the scoring depth is the position of installing dike in the river 
bends. In order to investigate the effect of installing position of spur dike on scoring process some 
experiments carried out in a bended laboratory flume, which is made of plexiglass with 180º bending and 
R/B=4.7. In this research, by installing a spur dike in the position of 30, 60, 90, 120, 150 and 160 degrees 
the scoring phenomenon were examined under 20, 24 and 28 L/S discharging value in the limpid water 
with the constant water depth of 13cm. 

Flume bed was fully paved by uniform granulated sand. It was found that maximum scoring depth 
in the river bending increases by increasing discharge and resting angle position 60º and then it faces 
reduction to position 120º. From 120º to 160º scoring depth increases and reaches to its maximum at 
position 160º. 
Keywords: River bend, Scoring depth, Spur dike, Spur dike position. 

1. Introduction 

Spur dikes are the structures used directly or indirectly for guarding river bends. Secondary flow and 
erosion of external wall of bend are among the basic problems in the river bends which can be avoided 
by constructing spur dikes. These structures extend from riversides into the main flow and cause local 
contraction of flow. These structures which made in singular one or in a successive series deviate flow 
and prevent it from colliding with river sides. In addition eddy flow which have been taken place in 
downstream deposits sediments gradually and cause natural and biological development and 
establishment of riverside. 

Scoring near dikes is one of the important factors has to be taken into consideration in spur dikes 
designation. Its influence on the maximum scoring depth and its efficiency in guarding riverside can be 
assessed by basic parameters of spur dikes. 

There are many relations for scoring depth calculation around spur dikes and there are many works 
concerning scoring around the spur dikes in straight directions such as Miri(1995), Ahmed(1953Garde et 
al(1961), Ghodsian-Tehrani(2001), Gill(1972), Rajaratnam-Nwachukwa(1983). 

Complication of flow pattern in the bend in companion with complication of flow around the dike, 
make flow pattern conditions around spur dikes in the bend more complicated. Few researches dealing 
with spur dike in bends are available, e.g., [5], [6],[7],[9]. 



Ghodsian et al [3] investigated the effect of position and length of spur dike on the scoring around 
the 90º bend. They found that maximum scoring depth when spur dike is installed in the first half of bend 
is less than second half of bend. As maximum scoring depth, scoring hole  size increases when spur dike 
installed in the second half of bend. 

In spite of extensive use of spur dikes in rivers bend, there is no enough reliable reference to invoke 
for designation and determination of scoring depth in rivers bend. So employing laboratory model for 
investigating flow behavior is inevitable. 

In this research the relation between installation position and scoring hole were examined by 
installing single spur dike in various positions in the laboratory flume with 180º bending and constant 
depth and bed topographical measurements in different discharges. 

2.  Methodology and experimental set up

It was shown that scoring phenomenon around spur dikes is influenced by five main factors; canal 
geometry, spur dike specifications, sediment specifications, flow and fluid properties. In this research 
canal geometry, spur dike length, flow depth, bed materials properties and fluid properties kept constant 
and fluid discharge and angle of resting position in the bend were changed. Considering mentioned 
cases, following relation was presented for investigating effective parameters on the equilibrated scores: 

Qf
L

dzmaz , )1(

Where: 

 Resting position angle of spur dike in the bend 
Q Flow discharge 

mazdz Maximum score depth in equilibrated state 

L Spur dike length 

Experiments were conducted in the bended plexiglass flume with 180º central angle, central radius 
of R=2.8 m and width of 0.6 m. relative curvature of bend was R/B = 4.7 which can be categorized in 
mild bends. 

A straight entrance canal with the length of 9.1 m is connected to the bending part of flume (with 
180º turning). This part of flume is connected to a controlling gate and an outlet tank by another straight 
canal with the length of 5.5 m.Figure 1 plan of bended canal and the position of installed spur dike. 

Fig. 1. Layout of flume for spur dike positions experiments 

212



Spur dike was made from wood 3 mm thick and 11cm length. Discharging values was measured by 
a pre-calibrated V-notch installed in a beginning of inlet of flume. At first spur dike was installed in 6 
different position in external wall of bend in the manner it made angle of 70º with upstream shore (110º 
with flow).then in each stage bed materials (uniform granulated river sand with 2mm average diameter 
and 1.3 standard deviation) scattered all over the flume by means of a movable cart. 20, 24 and 28 L/S 
were 3 different discharges involved in these experiments to investigate discharge effect on spur dikes in 
positions 30, 60, 90, 120, 150 and 160 degrees. 

Equilibrium time was calculated by a long time test on spur dike in positions 30 and 160 degrees 
and with 20 L/s discharge. It was shown that after first 10 hr approximately more than 95% of scoring 
was taken placed. Considering in the first hour more than 80% of total scoring was occurred , this time (1 
hr) selected as equilibrium time for all experiments. 

Before switching on the pump, the end gate was closed and limpid water was conducted through 
flume gently. After some hours and rising up the water level and ensuring that sediments are soaked, 
pump switched on with low discharge and then by the main valve on the inlet pipe of still basin flow rate 
increased slowly to reach desired discharge value. By carefully and simultaneously adjusting main valve 
and downstream gate, desired discharge obtained and flow depth reached to 13cm. 

After one hour, pump turned off and flume drained gently to have no effect on bed topography. 
After passing some hours and complete drainage, bed topography around spur dike in different positions 
and discharges was taken by means of 0.1mm precise point gauge. 

In order to accurate assessment of changes in bed surface, data was taken from each 2cm in latitude 
and longitude direction. Sum of total data were taken from 18 experiments to forming a bed 
topographical net and other details were 20000 data.  
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Fig. 2. Equilibrium time for 20 L/S discharge and position of 30 degrees bend 
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Fig. 3. Equilibrium time for 20 L/S discharge and position of 160 degrees bend 
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3.  Conclusions and discussion 

In all experiments after setting discharge and flow depth, eddy flows formed immediately in the nose of 
spur dike and scoring process started with high rate. Risen sediments from score hole moved towards 
downstream.

Some minutes after starting experiment, risen sediments of score hole come to a region that the 
effect of spur dike and eddy flows behind the spur dike are diminished. In this situation transferred 
sediments from score hole under the effect of secondary flow move toward the internal wall and cause 
forming two or more small dion in the internal wall. Also depends on hydraulic flow conditions, 
deposition occurs with minimum scoring in this area.(figure 4) 

 Because of presence of spur dike, some part of flow is deviated and moves faster toward internal 
bend and causes the rapid movement of dions and also it made them to mount on each other and create a 
sediment pile. In the most experiments maximum height of the pile establishes in the internal wall and 
downstream of the bend outlet. 

Deviated flow by spur dike make a scoring in the downstream of spur dike which could be seen in 
all experiments but its dimensions are different for various position of spur dike. Sometimes in the 
downstream of spur dike this scoring hits the internal wall and causes the scoring in the bend wall and 
sometimes there is no hit and consequently no scoring happens but instead sedimentation occurs. It is 
clear that effective parameters on the size of this scoring are spur dike position and flow rate. 

Fig. 4. Scoring  and sedimentation in the downstream of spur dike due to deviation of flow 

3.1.  Effect of spur dike position on the scoring around the spur dike 

Because of difference in flow patterns in various positions in the bend, installation of spur dike in 
different positions had remarkable influence both on bed topography and maximum scoring around the 
spur dike. Figure 5 shows transversal profiles of a single spur dike in the positions of 30, 60, 90, 120, 
150, and 160 for discharge value of 20, 24 and 28 for maximum scoring depth. These profiles show that 
there is a direct relationship between scoring depth and spur dike position as scoring depth increases by 
increasing resting angle of spur dike. 
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Fig. 5. Transversal profiles of maximum scoring depth in different positions and discharge 

 value of 20, 24 and 28 L/S

3.2.  Variation of scoring depth in relation with flow rate in the bending 

Figure 4 shows longitudinal and transversal profiles of single spur dike in the position of 160 degrees 
which has the maximum scoring depth for three discharges values 20, 24 and 28 L/S. By considering 
figure 6 one can conclude that overall topographical shape of bed almost are as the same as each other 
but size and depth of scoring decreases by decreasing discharge values. Transversal profile also shows 
that there is a direct relation between scoring depth and discharge values and whenever discharge values 
increase scoring depth increase too. 
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Fig. 6.  Longitudinal and transversal profiles of maximum scoring depth 
 in positions of 160 degrees with different discharges values 

3.3. Variation of scoring depth in relation with flow rate and spur dike position in the 
bending 

For investigation of effect of discharge value and spur dike position on the scoring depth in the bending 
simultaneously, changes of dz/l versus spur dike position in the bend is plotted for three different 
discharge values. Figure 7 indicates that maximum scoring depth around the spur dike has the direct 
relation with spur dike position and discharge values and it increases by increasing resting angle of spur 
dike or increasing discharge values. Also by considering the figure 7 one can conclude that maximum 
and minimum depth of scoring can be seen in the positions 30º and 160º respectively and after position 
60º, scoring depth in comparison with position 60º decrease till position 120º, then it increases and 
reaches to its maximum at position 160º. 

Fig.3. Variation of spur dike Positin and scoring for different discharge 
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1. Introduction

Considering the harbour and coastal structures significance for the Brazilian development and the 
complex Littoral Processes phenomena, these structures must not be designed based only on theoretical 
knowledge. Tools like physical models should be used to improve the project, in a way to reduce the 
costs of implantation and to minimize possible impacts in the environment caused by the construction. 

One of these physical models is the wave flume that consists in a bidimensional model, which 
permits the study of sections of coastal structures under the action of waves in geometrical scales higher 
than 1:50. It allows scales up to 1:10 or higher, providing a more detailed study of structures like 
breakwaters. 

In Brazil there are some wave flumes with studies related to Naval and Oceanic Engineering. However, 
the one of the Coastal and Harbor Division of Hydraulic Laboratory, Polytechnic School - University of São 
Paulo (LHEPUSP) is specifically directed to the study of ports and coastal structures by the Civil 
Engineering focus, which has notable importance in the development of the littoral cities of Brazil. 

In 2000 the LHEPUSP asked to an important European Laboratory to sell a package to make this 
channel able to reproduce random waves, but due to the high cost, the LHEPUSP decided to develop its 
own system. 

2.   Purpose

This work has the purpose to develop a wave maker control system for the LHEPUSP  wave fume able 
to generate irregular waves, based on wave energy spectra, and also, from a berm jetty case study, 
evaluate, from the technical point of view, the breakwater design procedure based on structure tests with 
design significative regular waves. 

3.   Materials and Methods 

The LHEPUSP wave flume is prismatic and has internal dimensions of 50 m of length, 1,42m of height 
and 1,00 m of width. One of the flume lateral has laminated crystal, for visualization of wave dynamics 
and studied structures in an extension of 20 m. The wave generator consists in a piston sheet connected 
in its upper portion to a structure which is activated by an alternated current servomotor; a digital servo 
converter; a potentiometric gauge to 100cm, which is responsible for the system feedback regarding the 
position of the generator piston; stainless steel wire filters in beehive form are used to minimize the 
effect of harmonic parasites which results from the wave generation procedure; absorbing structures are 



used to dissipate the wave energy in the wave flume extremes; a 500mm diameter pipeline connecting 
the flume extremes is used to prevent the system to piston the water, generating an uneven water surface; 
and a capacitive gauge for the measurement of the water level variation in the flume portion of interest. 
Figure 1 shows these elements that compose de LHEPUSP wave flume. 

Figure 1 – Composition of elements that describe the LHEPUSP wave flume. 

The wave maker control system was developed using the LabView  computational language that is 
a widely used tool to improve automation systems in a way to reproduce in shallow water, wave trains 
based on theoretical or real energy spectra. For this reason, the system uses an iterative calibration step, 
in which all the wave flume parameters are set. 

For the case study, a section of real berm breakwater was modelled in 1:25 and studied under 
irregular and regular waves with the same significative height. The behaviour difference was evaluated 
from the berm recession and the intersection depth (PIANC, 2003). For this reason, a topo-bathimetric 
survey was done before and after each running, generating the profile sections M1 (averaging one), M2 
(averaging two) and NS (maximum recession section). 

Two runnings for each condition were done to evaluate the result repeatability. They were called 
R1 and R2 when referring to regular waves and I1 and I2 when referring to irregular waves. Finally, the 
same structure was inserted in a higher depth, which no waves broken before to reach the breakwater. 
These runnings were called PR1 and PR2 when referring to regular waves and PI1 and PI2 when 
referring to irregular waves. 

4.      Results 

The Figure 2 shows the interface with the user and the block diagram of the software, which was 
developed in the LabView language to control the generation of random waves. Figure 3 presents some 
examples of irregular wave trains calibrated by the developed system and used during the case study 
runnings. Figure 4 shows an example of the profile sections obtained after the runnings. 

Figure 2 – Composition of elements that describe the software to control the wave generation Interface with the user 
and the block diagram.  
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Figure 3 – Examples of irregular wave trains calibrated at LHEPUSP wave flume. 

Figure 4 – Profile sections M1, M2 and 4S obtained during R1 running. 

The Tables 1 until 4 present the berm recession and the intersection depth obtained during the 
runnings.

Table 1 – Recession and intersection depth obtained during R1 and R2 runnings 

R1-M1 R1-M2 R1-4S R2-M1 R2-M2 R2-5S 
 model (mm) 317 318 403 334 343 363 experimental

recession real  (m) 7.91 7.94 10.07 8.35 8.56 9.08 
 model (mm) 73 63 127 89 79 85 experimental

Intersection depth real (m) 1.83 1.57 3.16 2.22 1.97 2.13 

Table 2 – Recession and intersection depth obtained during I1 and I2 runnings 

I1-M1 I1-M2 I1-6S I2-M1 I2-M2 I2-3S 
 model (mm) 215 212 234 182 190 231 experimental

recession real  (m) 5.38 5.29 5.85 4.54 4.74 5.77 
 model (mm) 90 80 89 110 96 119 experimental

Intersection depth real (m) 2.26 1.99 2.22 2.74 2.41 2.98 

Table 3 – Recession and intersection depth obtained during PR1 and PR2 runnings 

PR1-M1 PR1-M2 PR1-9S PR2-M1 PR2-M2 PR2-9S 
 model (mm) 364 374 403 344 356 368 experimental

recession real  (m) 9.09 9.36 10.07 8.61 8.61 9.21 
 model (mm) 142 156 127 126 152 137 experimental

Intersection depth real (m) 3.54 3.91 344 3.15 3.79 3.42 

Table 4 – Ressection and intersection depht obtainde during PI1 and PI2 runnings 

PI1-M1 PI1-M2 PI1-8S PI2-M1 PI2-M2 PI2-3S 
 model (mm) 268 267 330 278 284 343 experimental

recession real  (m) 6.7 6.67 8.24 6.96 7.09 8.57 
 model (mm) 136 146 156 150 141 162 experimental

Intersection depth real (m) 344 3.65 3.89 3.75 3.52 4.04 

Reference spectrum Mesured spectrum 

Frequency 

Reference spectrum Mesured spectrum 

Frequency 

Reference spectrum Mesured spectrum 

Frequency 
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5. Discussion

About the software which was developed for the generator control it was possible to notice that the 
LabView programming language has shown itself very efficient, allowing the software development as 
planned, without surpassing the microcomputer processing capacity used in the data acquisition. 

Comparing the runnings R1/R2 with I1/I2 it’s perceptible that the recession presented for the 
structure under regular waves action was bigger than the one that it was under the action of irregular 
waves with same Hs. These results show that using regular waves in physical model, to design berm 
breakwaters, result in conservative structures when the project wave is defined by the breaking because 
it’s used a energy higher than the one that really reaches the structure, mainly considering that some 
waves of the real train would break before reach the breakwater. In relation to the deep breakwater, the 
results obtained had shown that in average terms, the structure under action of regular waves had a 
recession 24% higher than the one it was under action of irregular waves. However, for the sections of 
maximum recession the difference was reduced to only 7.5%. 

6. Conclusion

In general, the results of the tests show that the new system of wave generation of LHEPUSP was 
conceived successfully, providing this important tool to assist the development of coastal and port 
structures projects. 

The case study showed, as conclusion, that the regular waves use for berm breakwaters design 
physical model improvement may suggest conservative results, inducing high cost structures, mainly for 
those ones in depths lower than 10 meters, being observed larger structural backward response 
differences, comparing with irregular waves action with the same significative height. 
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Abstract 

The working features of innovative coastal defence structures, which dissipate the energy of the 
incoming waves by the action of large-scale bottom unevennesses (metal blades, either normal to the 
bottom or inclined at 45°, covering the lower half of the water depth), is investigated by means of a 
laboratory experimental campaign. Focus is given to characterizing the details of the flow evolution near 
to the structures.  

1. Introduction 

Various studies on the working of submerged breakwaters used to defend shorelines prone to erosion 
have highlighted the establishment of two mechanisms which reduce the efficiency of the structures: 1) 
large mean water levels gradients of the sea surface, 2) large-scale vortical structures (macrovortices) 
with vertical axis (Brocchini et al., 2004). The former increase the transmission of waves inshore of the 
breakwaters and favour, together with macrovortices, the generation of dangerous rip currents offshore 
directed.

In particular the Istituto di Idraulica e Infrastrutture Viarie of the Università Politecnica delle 
Marche of Ancona has performed a series of hydrodynamic laboratory experiences on two-dimensional 
physical models in reduced scale with the aim both of understanding the hydrodynamic behaviour of 
“dissipative structures” composed by a series of vertical or tilted blades and of quantifying the reduction 
of the wave motion produced by the mentioned coastal dissipative structures for their eventual use in the 
defence of shorelines prone to erosion. The object of the experimental campaign has been the study of 
the wave motion and of the main hydrodynamics features induced by the presence of the structure to 
characterize the influence of the various model configurations on the hydrodynamic field surrounding the 
structures. One further scope of the work was to verify if the use of mentioned dissipative structures 
would allow for the flow inversion in a typical rip-current configuration (nearby submerged structures) 
as suggested by Nobuoka et al.(1996). 



2. Description of the Experimental Tests 

The experimental tests have been made in a wave flume with a rectangular cross section, equipped with a 
system for the wave generation at its inside. The inside dimensions of the flume are: length 50m, width 
1m, height from the bottom 1,3m. The sidewalls of the flume are glassed for the central 36m. 

Focusing on the specific experiments at hand, each single element of the models is made by a steel 
blade soldered to a slab of the same material which serves as basis for the placement on the horizontal 
bottom of the flume. To the aim of realizing the various structure types to be examined, blades inclined 
at 45° and 90° to the horizontal have been used (Figure 1). 
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90° 
blades

S5 S6 S2 S3 S4

45° 
blades

A

A

S3 S4

Cross-section A-A 
(whole section)

S3 S4

Cross-section A-A 
(half section)

S3 S4

Cross-section A-A 
A

A

Longitudinal section

Longitudinal section

Figure 1. Elements used for the experiments with blades inclined at 90° (top left) and 45° (bottom 
left); longitudinal and cross-sections of the tested configurations (right). 

The test configurations have been obtained by suitable assembly of the various test elements to 
simulate the possible configuration of coastal defence structures. For the case at hand such configuration 
is made by a set of four rows of submerged blades (vertical or inclined) on a depth of 60cm.

For the campaign of experimental tests the models reproduced the hypothetical field configurations 
with a reduction of geometric scale equal to the considerable value of 1:5 using the Froude similitude. 

The tests have been performed with three configurations: 
1. configuration i) blades covering the whole flume cross-section for both blade inclinations; 
2. configuration ii) blades covering half of the flume cross-section along a side of the channel; 
3. configuration iii) no structures at all.

The flow motion has been forced by waves, both regular than spectral, through a piston-type 
wavemaker. The measuring instruments used are of two types: n.8 electro-sensitive elevation gauges and 
n.2 three-dimensional Acoustic Doppler Velocimeters (ADVs).

The chosen position of the models guarantees undisturbed measurements for the duration of at least 
20s and a minimal distance (about one wavelength) from the wavemaker. 

For each of the examined configurations various experimental runs with wave cycles repeated more 
times of the same waves have been performed to achieve statistically-significant results. 
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The various regular waves are characterized by different heights. The first two regular waves, 
because of their large steepness, reached the model in breaking conditions, so their damping was due to 
both bottom friction and breaking effects. The other, smaller, input waves reached the structures without 
breaking, and their height reduction was arranged by frictional effects due to the steel blades. 

Spectral waves were generated by using the Jo.N.S.Wa.P. spectrum. 

3. Flow field results and discussion

Quantitative results have been obtained, both for the main synthetic parameters (wave height decay and 
mean water level superelevation) and for the hydrodynamic circulation induced in the vertical plane, 
which provide an important characterization of the working of such innovative coastal defence structures 
made of arrays of nearbed blades. Structures made with vertical and inclined blades provide an important 
and quantitatively similar wave height decay but the second typology induces lower mean water 
superelevations (and at times moderate setdowns inshore of the structure) compared to the other one 
(Lorenzoni et al., 2008). 

A better characterization of the working of the structures at hand requires a more sound explanation 
of the wave height decay and mean water superelevation in terms of the total energy budget and by 
properly describing the energy removal from the wave modes. This, in turn, needs a much better 
description of the internal flow kinematics. To this purpose we inspected the flow by means of a non-
intrusive approach which makes use of optical velocimetry methods to derive from available video 
images the fields characterizing the internal kinematics of the flow at hand. 

Figure 2 shows two examples of the vertical flow circulation as derived from trajectories obtained 
by means of the FT-PTV software described in Miozzi (2004) directly from the video recordings of the 
experiments. Similar analyses reveal the presence of large-scale vortices with horizontal axes 
(macrovortices) which are believed to be responsible for much of the wave energy draining in favour of 
vortical features of various sizes (from the integral scale to the dissipative one). The dynamics, similar to 
that established at an abrupt flow expansion, is currently investigated with reference to that of a 
“backward-facing step”. Obvious differences, like a) the flow unsteadiness and b) the presence of a 
moving boundary (i.e. the free surface), will be accounted for once some basic knowledge on the overall 
internal kinematics is achieved. 

Simple inspection of maps like those of Figure 2 immediately allows for a first characterization of 
the integral-scale vortices. For example, it is clear that, each of the examined cell between two nearby 
blades can contain two counter-rotating vortices. 

Figure 2. Description of the motion field by means of the FT-PTV software. Left: 
vertical blades. Right: 45° blades

Other flow features of interest are the smaller-scale edge vortices like those illustrated in Figure 3 
which generated soon after the arrival of the wave crest in the form of spanwise vortices (top left panel) 
evolve under the action of flow perturbations in shapes similar to those of rather open hairpin vortices 
(top right panel) and decay once transported seaward of the blade (bottom left panel). The overall 
evolution is illustrated in the bottom right panel of Figure 3. 
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Figure 3. Schematic illustration of evolution of edge vortices elongated in the spanwise 
direction. 
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Abstract   

In the paper are shown the first results of the experimental investigation on the damping of waves 
propagating over  a submerged porous bed, carried on in the wave flume of the laboratory of the “Istituto 
di Idraulica e Infrastrutture Viarie” of the “Università Politecnica delle Marche”. The presence of the 
rigid porous bed, made of plastic spheres filled with sand, induces an attenuation of the wave height of 
20-30% larger than that due to both smooth and rough beds. The experimental results are compared to 
the theoretical findings of Liu and Darlymple (1984) and of Gu and Wang (1991) and confirm the 
experimental finding of Sawaragi and Deguchi’s (1992). Interstitial pressures within the porous bed are 
also assessed. 

1. Introduction

The present work illustrates a study of the damping of waves passing over submerged porous bed. Wave 
transmission and dissipation due to friction across the permeable bed are the macroscopic effects of the 
interaction between the external wave motion and the porous medium flow. The laboratory data, result of 
the dedicated laboratory campaign described In section 3, are presented and compared with literature 
theoretical descriptions. 

Typically, laminar flows occurring in porous media can be described by Darcy’s formula. For 
turbulent flows use of Forchheimer’s equation was first proposed by Bear (1972), while for unsteady 
flows an extended Forchheimer equation can be used. Van Gent (1995) discussed in detail the role of the 
different parameters which influence the flow through permeable structures. 

Karunarathna and Lin (2006) presented a two-dimensional numerical model to study the wave 
damping over porous seabeds. Several experiments and numerical studies were conducted on submerged 
permeable structures to identify the influence of the porous medium on the hydrodynamics, while few 
experimental tests were performed over permeable beds (e.g. Savage, 1953; Sawaragi and Deguchi, 
1992). It is evident the need of studying the influence of both hydraulic and geometric properties of the 
porous layer on the wave damping. 

2. The theoretical approach 

The flow through porous media can be studied using Forchheimer’s equation. The nonlinear turbulent 



resistance term is, usually, replaced by a linear resistance term (Sollitt and Cross, 1972). Gu  and Wang 
(1991) extended the model to include the effects of both inertia and turbulent resistances. They 
introduced a linearized resistance coefficient which is made of three resistance components (linear, 
turbulent and inertial) and which is evaluated by applying the "Principle of equivalent work". 

Liu and Darlymple (1984) assumed that the flow bottom was irrotational above the porous bed, 
while they adopted the Dagan's porous flow model inside the permeable medium. For porous beds with a 
finite thickness, they obtained a complex wave dispersion relation: 
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where h is the water depth, d is the thickness of the permeable,  is the wave frequency,  is the 
Kinematic viscosity of the fluid, n and kp are the porosity and the intrinsic permeability of the porous 
medium and kw is the wave number (kw is a complex number whose real part kr measures the change in 
wavelength, whereas the imaginary part ki measures the damping of the wave height). In order to 
calculate kw the expression needs to be solved iteratively. Gu and Wang (1991) derived a similar 
complex wave dispersion relationship, based on Forchheimer’s equation, where both the wavenumber 
and the linearized friction coefficient were complex variables. The dispersion equation was solved 
iteratively to calculate kw, while the linearized friction coefficient was provided through an analytical 
solution.

3. The experiment 

The experiments were performed in the wave flume of the laboratory of the “Istituto di Idraulica e 
Infrastrutture Viarie” of the “Università Politecnica delle Marche” (Ancona). The channel is 50m long, 
1m wide and 1.3m high and the sidewalls are glassed for the central 36m.. 

The water depth in the tank, over the physical model, was of 0.30m. The flow motion was forced by 
waves, both regular and irregular and of various steepnesses, through a piston-type wavemaker 
(operating maximum run of ±0.5m).. Table 1 shows characteristics of both regular (wave height H,
period T and Ursell parameter Ur) and spectral Jo.N.S.Wa.P. waves (significant wave height Hs and peak 
period Tp).

Table 1. Waves characteristics. 

 Regular Waves Spectral Waves 
Wave A B C D E F G H I L M N 

H/ Hs (cm) 3.58 3.58 5.00 10.00 10.00 10.00 15.00 15.00 20.00 10.00 10.00 15.00 
 T/Tp (s) 1.00 1.50 1.50 1.50 2.00 2.50 2.00 2.50 2.50 2.0 2.5 2.5 

Ur 0.66 3.33 4.65 9.30 29.40 71.78 44.10 107.68 143.57    

At the opposite end of the flume a wave-absorbing mattress was placed with the function of reducing 
the wave reflection induced by the vertical rigid end-wall of the flume. Waves were run over three different 
bed configurations: i) a permeable bed, ii) a rough impermeable layer and iii) a smooth layer. 

The model, which is 6m long, was placed on the horizontal bottom of the wave tank (Figure 1). The 
thickness of the permeable bed was of 18.2cm and the porous medium was composed of 6 layers of 
plastic spheres filled with sand of 3.6cm  mean diameter. The rough impermeable bottom was made of a 
single layer of spheres. 

Figure 1. The physical model. 
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The measuring instruments used were: 8 electro-sensitive elevation gauges and 2 three-dimensional 
Acoustic Doppler Velocimeters (ADVs). The former gauges, used to measure the water levels, and the 
ADVs, employed for the measurement of the flow velocity along two verticals, were located as shown in 
figure 2. 

Figure 2. Instruments positions. 

In order to obtain measurements with no disturbances induced by any wave reflected at the end-wall 
of the flume (the absorbing mattress does not provide full wave absorption), the models were placed at a 
sufficient distance (approximately 23m) from such an end. Undisturbed conditions were reached after a 
transient of about 8s during which the wave height ramped up to the regime conditions. Such a solution 
guarantees measurements in quasi-steady conditions for the duration of at least 15÷20s. Also a minimal 
distance (more than 15m, at least two wavelengths) was placed between the wavemaker and the models 
to allow waves to develop before reaching the region of interest. 

In order to measure stresses in the area of interest 5 piezoresistive pressure transducers were fixed 
inside the porous media and 2 on it. 

Finally both Laser Doppler Anemometry (L.D.A.) and the available F.T.-P.T.V. software (described 
in Miozzi, 2004) were efficiently employed to study the development of the flow turbulence in the 
absence of breaking. 

4. Results 

Preliminary results on the wave damping over the porous bed are first reported. The comparison 
among the three different beds (smooth, rough and porous) shows the importance of the permeable 
medium for the attenuation of the wave height. The damping undergone by a non-breaking wave which 
overpasses the porous bed is about 20-30% of the incident wave height, the influence of the porous bed 
being greatly reduced in the case of breaking waves (e.g. Wave I).  
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Figure 3. Experimental results of the wave damping over the 
porous bed ( Wave C - left panel; Wave I - right panel). 

The laboratory data are compared to both Liu and Darlymple's (1984) and Gu and Wang's (1991) 
theories. Both theoretical descriptions underpredict the observed wave attenuation. 
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Our experimental findings are in good agreement with Sawaragi and Deguchi's (1992) laboratory 
data. Two experiments conditions (e.g. wave A, wave B) were performed to compare with Sawaragi and 
Deguchi's (1992) (e.g. J-2 and J-6) and estimate the importance of geometric properties of the porous 
medium. It is found that the wave attenuation increases with the ratio d/h.

The pressure measurements clearly illustrate the decrease of the dynamic pressure (absolute value) 
due to the water flowing through the porous medium. Figure 4 shows the difference of the pressure 
between the linear theory and the experimental data for the case of the Wave C, which is characterized 
by a low value of the Ursell parameter Ur.
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Figure 4. The difference of the pressure value between the experimental data and the 
linear theory for the case of the Wave C (t=0 - left panel; t=T/2 - right panel). 

5. Conclusion 
The preliminary results here reported confirm an influence of the porous medium on the wave damping 
of about 20-30%. The role of the geometric properties is also investigated. These experimental 
measurements provide further information about hydrodynamics quantities like the pressure inside the 
porous medium and the velocity over it. We are currently studying the velocity and Reynolds stresses 
induced by the porous bed. 

Experiments are planned to be conducted over permeable beds extending up to the swash zone, 
with particular attention to the analysis of bed permeability effects on the hydrodynamics. 
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Abstract  

In this paper innovative experimental techniques allowing for the estimate of shear stresses at the wall 
and within the water column of an oscillating flow are discussed. In particular, bioluminescence, i.e. the 
property shown by some micro-algae of emitting light under the action of shear stresses induced by the 
flow, has been applied to assess the stresses within the fluid flow. On the other side, ferrofluid materials, 
i.e. stable suspensions of colloidal ferromagnetic particles in non-magnetic carrier liquids, have been 
tested in order to measure the shear stresses at the wall.  

1. Introduction  
The estimate of the shear stress is crucial in fluid mechanics. For instance, energy losses generated by 
gravity waves can be estimated only in the light of the dissipations inside the boundary layers. However, 
their direct measurement has always been a problem absolutely non trivial. So far the instruments able to 
directly measure shear stresses are only hot film probes and shear plates, which can measure exclusively 
on smooth wall, but certainly are not able to provide measurements inside the moving fluid, where shear 
stresses are obtained by accurately measuring the flow velocities.  

Recently Latz and Rohr (1999) observed that some micro-algae known as dinoflagellates, in the 
presence of a fluid flow, both laminar and turbulent, emitted short flashes of light; such a phenomenon, 
known in literature as bioluminescence, enhances with a monotonic law when the flow shear stress 
increases too. Such a growth is partly associated to a larger number of cells excited by the flow, and 
partly related to a brighter luminosity of the flashes when the stress increases. In particular they 
recognized that a monotonic response of the luminous intensity to the change in shear stresses occurred 
in the range between approximately 0.1 and about 2 N/m2 (Rohr et al. 2002). Such a property can 
therefore be applied in order to recover shear stresses within such a range by measuring the emitted 
bioluminescence. Above the higher threshold, luminescence emission remains constant at increasing 
stress values and therefore quantitative information on shear stresses can be no longer determined, even 
though the luminescent response can still be adopted as a passive flow tracer.  

On the other hand, ferrofluids, i.e. stable suspensions of colloidal ferromagnetic particles in non-
magnetic carrier liquids, show three main properties: they stick to a magnet, they take on the 3-
dimensional shape of the magnetic field that passes through it, they change their apparent density in 
proportion to the strength of the magnetic field that is applied to them. 

In particular, apparent viscosity of ferrofluids is enhanced as external magnetic field and magnetite 
concentration increase (Odenbach, 2004). With the increase of the concentration the strong magnetic 
interaction of the particles in the magnetic field leads to the formation of chain-like structures aligned in 
the field direction. The breakage and formation of the chain-like structures are a result of competition 



between the particle interaction and the shear flow (Zhang et al, 2005).  

2. Description of the measurement strategies  

2.1  Bioluminescence measurements 
The idea to determine the shear stresses by analyzing the bioluminescence radiated by the micro-algae 
has been investigated in order to implement a reliable measurement technique able to provide shear stress 
measurements everywhere inside the fluid flow. The involvement of biological and optical aspects, 
besides the properly hydraulic features, implies an accurate procedure of instrument optimization in 
order to address in a suitable way the peculiarity of the investigated phenomena.  

Under this perspective, the experimental set up design had to face two type of problems: on one side 
an hydraulic apparatus, easy to manage and which enables the performance of several experiments with 
small quantities of water (and, thus, dinoflagellates) and on the other side an accurate calibration of 
biological and optical visual instruments, was needed. 

An annular cell, specifically designed for the present investigation, is constituted by a couple of 
coaxial cylinders, which can move simultaneously around their axis, generating an oscillating flow of 
fixed frequency and oscillation amplitude. The bottom of such apparatus was covered by a fixed wavy 
bed.

The bioluminescent dinoflagellate Alexandrium tamarense, 22-50 m sized, has been adopted in 
order to allow bioluminescence production. The low bioluminescence intensity and duration did not 
enable to capture the light signal easily. It was necessary to adopt intensified photon counter systems 
equipped with a CMOS-APS sensor and intensified CCD video cameras. 

                
 (a) (b)

Figure 1. Picture of the annular cell adopted for both bioluminescence and ferrofluid 
experimental campaigns (a); intensified CCD camera (b).   

2.1  Ferrofluid measurements 
At the walls, where the highest velocity gradients induce the strongest stresses and bioluminescence 
could be no longer effective due to the constant light emission, ferrofluids have been adopted. In 
particular, as a ferrofluid immersed in water, in the presence of an external magnetic field can exhibit 
spikes and chain-like structures aligned in the field direction (Figure 2a), such a property has been 
applied in order to recover the shear stress originated in complex flows: in particular, measuring the 
magnetic field and visualizing the spikes characteristics it was possible to recover the shear 
characteristics within the flow. The same annular cell previously described has been adopted here, by 
modifying the base of the cell inserting a magnet. In such a case the bed has been kept flat. An 
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incremental encoder, which gives a square wave with a variable frequency, has been used to recover the 
oscillation velocity of the annular cell. Images were gathered through a digital microcamera (Figure 2b). 
All the system was driven by a model developed in a Labview environment  

 (a) (b)
Figure 2. A single spike of ferrofluid as formed within the annular cell just over the 
magnet (a); sketch of the annular cell application for the ferrofluid experiments (b).   

3. Application of the measurement strategies  
Direct observation of the flow inside the moving annular cell, showed the existence of stimulated cells 
which emit bioluminescence even at lower stress values than those indicated in literature. In Figure 3 
two frames extracted from one of the gathered movies, obtained imposing an oscillation amplitude A
of 2.4 cm and a period T of 1.7 s, are reported. In the two frames a high degree of bioluminescence 
emission seems to be concentrated in the lower part of the window, i.e. close to the rippled bed, where 
the larger shear stresses occur. Moreover it is possible to recognize the vortex structures separating at 
the ripple crest, thus giving a positive response to the possibility of using bioluminescence as a 
visualization tool. 

 (a) (b)
Figure 3. Bioluminescence detected in the annular cell over the rippled bed (A=2.4 cm, T=1.7 s). t=90° (a) 
and t=270°,  being the angular frequency. The rippled bed is qualitatively superimposed. 

In order to obtain shear stress measurements starting from ferrofluid spikes, the contour of the spike 
is approximated with a triangle, whose top edge is projected onto its base. At rest conditions the 
projection coincides with the median point of the base, but when the flow oscillates the spike deforms 
and its edge shifts, as it can be better understood by looking at Figure 4. By knowing the displacement 
and the elapsed time it is thus possible to recover the spike - and thus the flow - velocity. Since the 
ferrofluid spikes are less than 1 mm high, this leads to the possibility of gathering velocities much closer 
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to the wall than typical instruments, such as ADV or LDA.  

 (a) (b)
Figure 4. An example of how the displacement of ferrofluid spike is estimated: a spike at rest 
(a), and the same spike at wt=270° of the oscillation cycle. The displacement is marked on the 
triangle base.   

The application of both the previously mentioned techniques for the measurements of the shear 
stresses in the bottom boundary layer is still at a prototypal stage. However preliminary results obtained 
in laminar conditions (i.e. in those conditions where also analytical solutions hold) seem to confirm the 
reliability of the techniques and the possibility of application even to complex flows. Further 
developments will consider to export the application in larger facilities.  
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Abstract 

The present study investigates the void fraction and velocity of an overtopping flow on a structure through 
laboratory measurements. The measured two-dimensional mean void fraction and velocity distributions 
were depth-averaged for simplicity and potential engineering applications.  From the measured data, 
self-similarities for depth-averaged void fraction and velocity were found.  The study suggests that the use 
of velocity data is insufficient for estimation of the flow momentum or the flow rate from comparisons 
with the approach using both velocity and void fraction. 

1. Introduction 

Breaking waves and associated flows show two phase nature of an air-water mixture flow.  The aeration of 
breaking waves and induced flows is one of important properties in the wave breaking process.  The 
aeration known to be pretty complicated involves strong turbulence intensity, associated energy 
dissipation, and density in the flows.  In deep water, wave breaking acts as a main means for gas-transfer 
across air-water interface.  Meanwhile, near shore, the aeration also plays a key role in beach processes in 
that wave breaking causes very turbulent flows by disturbance influencing sedimentation.  In case a 
breaking wave event takes place near structures, aeration becomes more complex due to interactions 
between the breaking wave and structure.  Since aeration may change the density of gas-liquid two phase 
flow, void fraction is considered as a factor of importance along with velocity particularly in estimating 
forces exerted on a structure by a breaking wave or associated flows.   

This study presents investigation of velocity and void fraction of an overtopping water flow on top of 
a structure by a breaking wave.  Velocity measurements were performed using the imaging method called 
bubble image velocimetry (Ryu et al., 2005) while void fraction was measured with fiber optic 
reflectometer (FOR) introduced by Chang et al. (2003).  Instantaneous measurements of velocity and void 
fraction were phase-averaged to obtain mean properties.  The phase average enables temporal and spatial 
distributions of velocity and void fraction to be presented.  Volume flow rate and water volume of the 
overtopping water are estimated using the measured velocities and void fraction.  The calculated 
overtopping water volume is also compared with measured volume of collected water for validation of the 
experiments conducted in this study.  Total void fraction time-averaged from the temporal variation at a 
given measurement point is also discussed.  Finally, depth averaged void fraction is considered and 
modeled with an empirical equation by applying dimensional analysis. 

2. Experimental Setup 

The experiments were carried out in a 50 m long, 1.2 m wide, and 1.5 m high glass-walled wave tank 



equipped with a flap-type wavemaker and a 1:5.5 sloped wave absorber.  A rectangular model structure 
was located 21.7 m away from the wavemaker.  The structure is 0.31 m high and 0.37 m long (including a 
0.22 m long extended deck), and spans the width of the wave tank so that it can be considered as 
two-dimensional.  The wave tank was filled to a water depth of 0.80 m throughout the experiments and the 
model structure has a draft of 0.20 m so the free board is 0.11 m. 

Overtopping green water was created by a plunging breaking wave that impinged on the front wall of 
the model structure and then overtopped the structure.  The plunging breaker was generated using a wave 
focusing method that features a wave train with frequencies ranging from 0.7 Hz to 1.3 Hz.  The breaking 
wave follows the same Froude scaling according to the reported maximum wave height during Hurricane 
Ivan (Wang et al., 2005).  The plunging breaker broke at a desired location right in front of the structure. 

Velocity fields of the overtopping green water flow were measured using bubble image velocimetry 
(BIV) that is a non-intrusive velocity measurement technique for multi-phased flows (Ryu et al., 2005).  In 
addition to velocity measurements, void fraction in green water was also measured using a fiber optic 
reflectometer (FOR).  Chang et al. (2003) introduced the FOR technique which is capable of measuring the 
time history of velocity and void fraction of a multiphase flow at a given point.  The experimental setup is 
shown in figure 1.  The image captured using the method and measurement points for void fraction are 
presented in figure 2.  

      
(a)                                                                                       (b) 

Figure 1. Experimental setup (a) and measurement points for 
void fraction (b).  

3. Results and Discussion 
Void fraction is defined as the ratio of air-phase residence time to the duration of air-water mixture at a 
point of interest.  In the present study, 20 instantaneous measurements of void fraction were taken to 
calculate the ensemble-averaged void fraction.  The time-averaged void fraction is shown in Fig. 6.  The 
time-averaged void fraction is defined as the total period presented by air over the entire duration of the 
overtopping water at a specific location on the deck.  From the figure, it is observed that the void fraction 
profile changes gradually along the deck from approximately linear increase near the front of the deck to 
similar to a boundary layer velocity profile near the end of the deck.   

Figure 2. Total void fraction. 
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Using the measured velocities and void fractions, the time history of volume flow rate of the green 
water flow can be calculated as shown in Equation [1] and is presented in figure 3. 

(1 )
l

h
d

h
Q Udz         [1] 

At each cross section, the flow rate displays a similar pattern - increasing linearly and rapidly and then, 
after reaching a maximum, decreasing with a slightly slower pace.  

Figure 3. Time history of volume flow rate. 

The total volume of the overtopping water, V, was calculated by integrating the flow rate Q with 
respect to time as follows: 

(1 )
e e

s s l

T T h
d

T T h
V Qdt Udz dt .      [2] 

The calculated volume using equation [2] is compared with a directly measured water volume.  The 
overtopping water was collected behind the structure using a large container so that the water volume can 
be directly measured.  The directly measured mean water volume per unit width using the container is 
5.60 10-3 m3/m that is in good agreement with the corresponding mean water volume per unit width of 
6.33 10-3 m3/m obtained using equation [2] as shown in figure 4.  The overall comparison confirms that 
the water volume is conserved and the velocity and void fraction measurements are reliable. 

Figure 4. Overtopping water volume. 
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1. Introduction

The prediction of  hydrometeorological variables and their analysis in a regional context is one of the 
main challenges faced in recent years from the scientific community. these analyses find technical 
applications in several fields, among those the design of structures, the investigation of climatic change, 
the mitigation of flood risk, etc.      

Interesting studies dealing with the statistical analysis of extreme wind speed, have been developed 
in the last few years. Sotillo et al., 2006 exploited L-moments to perform extreme wind regional analysis, 
providing a detailed assessment of Mediterranean offshore high wind areas. Xiao at al., 2006 
investigated the probability distribution of extreme wind speed in Hong Kong. They found that Type I 
extreme value and three-parameter Weibull distributions are more appropriate than the two-parameter 
Weibull distribution for describing the probability distribution of extreme wind speed data. Leboucher at 
al., 2008 estimated mean and extreme wind speeds over France at the end of the 21st century. Dougherty 
et al., 2003 explored the use of mixed distributions for observed wind data and applied a peaks-over-
threshold technique. Palutikof et al., 1999 reviewed some methods to calculate extreme wind 
speeds including ‘classical’ methods based on the generalized extreme value (GEV) 
distribution and the generalized Pareto distribution (GPD) and described techniques for 
calculating the distribution parameters and quantiles for short data sets. Walshaw and 
Anderson 2000 developed a model for maximum gusts which incorporates data on hourly 
mean speeds through a distributional relationship between maxima and means. 

In this study we focus on the use of a Bayesian methodology aimed to provide an estimation of the 
probability distribution of extreme wind speed as well as the best set of parameters. 

The Bayesian approach provides a valid inference procedure for at-site frequency analysis of 
hydrometeorological variables. In the past this method has seen limited applications in technical practice 
because of its numerically intensive implementation when compared with the simpler classical methods 
of statistic inference. Among pioneers of Bayesian method, applied to flood frequency analysis, were 
Wood and Rodriguez-Iturbe [1975a,b] and Vincens et al. [1975] which illustrated the principal elements 
of this theory. 

 Fawcett and Walshaw, [2006] developed a hierarchical model for hourly gust maximum wind 
speed data, exploiting the Bayesian framework to obtain predictive return level estimates which 
incorporate uncertainty estimation. 



In this work we present particular sampling experiment based on the three-parameter Generalized 
Extreme Value (GEV) distribution applied to extreme wind speed data from nine gauged stations 
belonging to the Adriatic and Ionian Apulian coast. Results show that the parameter evaluation using 
simple likelihood model gives the most robust parameter estimates. Moreover, a significant improvement 
in the reduction of the uncertainty of prediction, occurs when parameters are estimated using regional 
information associated to the third order statistical moment for the definition of prior distribution 
characteristics. 

2. Case  study

At present in Italy various institutions are responsible for the systematic wind survey, even if the most 
reliable data, for acquisition standard and length of the available historical series, are the ones recorded 
by the Meteorological Service of the Air Force.  

We focused on the Apulian coastal stations, extending the analyses to the neighbouring stations in 
Molise and Calabria. The following table (Tab 1)  shows the main features of the analysed stations. The 
length of data series is variable because some of the stations (e.g. Vieste) were abandoned some years ago.  

In a preliminary analysis, the wind data, collected every three hours, were subjected to statistical 
analysis to get the percentage of occurrence of six class of  wind intensity from twelve compass direction 
(fig. 1) for the available observation periods. The longer the line the higher the occurrence from that 
direction while the different colour  indicate the class force of the wind from that direction.  

Table 1. Characteristics of analysed stations 

STATION OBSERVED PERIOD
YEARS

OF
OBS.

VALID DATA (%) LAT. N LONG. E H [m] 

BARI/Palese 1951-2005 55 94.82 41°08' 16°45' 44 
BRINDISI 1951-2005 55 99.73 40°38' 17°56' 10 

GINOSA MARINA 1968-2005 38 99.64 40°26' 16°53' 12 
PALASCIA/Otranto 1951-1978 28 82.20 40°06' 18°31' 86 

S. MARIA DI LEUCA 1951-2005 55 99.40 39°42' 18°20' 112 
TARANTO 1952-1967 17 97.78 40°28' 17°16' 40 
TERMOLI 1965-2006 41 96.89 42°00' 15°00' 44 

VIESTE 1965-1977 13 99.42 41°52' 16°10' 66 
CROTONE 1961-1995 35 99.74 39°00' 17°04’ 161 

All the region is characterized by a quite high windiness, in particular, proceeding from North To 
South it can be observed a wind prevalence from N-NNW on the Adriatic coast, except in Bari may be 
due to a particular location of the anemometer. In the Southern area it can be seen that the prevailing 
winds blow from N and S.  

On the Ionic versant the observed data show a more complex situation with a N –NNW prevalence 
in the Gulf of Taranto, while in the Gulf of Crotone wind blowing from N-NNE and SSW show a high 
frequency. The wind condition is fairly similar to the one discussed  in  a previous study (CNR, 1981) 
that discussed the time series recorded in a smaller timeframe. 
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Figure 1. Wind climate along the Adriatic and Ionian coast

For a correct comparison all the data have been referred to the same height, 10m above see level, 
using in the Pierson formula the expression for friction velocity derived by Smith and Banke, 1975

)10/ln(11 2/1
10

10

zC
KU

Uz               [1]

where:
- Uz wind speed  [m/s]at measurement height Z  
- U10 wind speed at 10m  [m/s] 
- K Karman constant equal to 0.4 
- C10 neutral drag coefficient at 10m 

3. Methodology and results

In the Bayesian framework a probability distribution can be used to exploit known information about the 
quantity of interest. The Bayesian inference is fundamentally based on the definition of the conditional 
probability known as “Bayes' rule" which expresses the posterior probability density of the parameters 
given the at-site data D as: 

)()|()|( DfD   [2] 
where ( ), the prior probability density of the parameters, describes what is known about the model 
parameters prior to analysis of the data D and f(D/ ) is the sampling distribution of the observed data 
given a chosen probability model with parameters  and  represents the likelihood function of the 
parameters  given the data D. 

 is the true (and unknown) value of the distribution parameters; all that is known about it, given the 
data D, is summarized by the posterior pdf  ( D), which accounts for the uncertainty associated to each 

Termo Vieste

Bari

Brindi

Otrant

S.M. Leuca

Croto

Taran
Ginosa 
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set of parameters; the pdf f(w/ ) could be used to estimate the wind speed wT, which has exceedance 
probability l/T, with T defined as the return period or average recurrence interval for the wind wT. The 
Bayesian distribution of the wind speed annual maxima, w, is obtained by application of the total 
probability theorem, yielding the pdf: 

dDwfDwg )|()|()|(  [3] 

The integral (6) yields the expected pdf of w given the data D. The wind speed wT  with exceedance 
probability 1/T is defined by 

T
dwDwgDwwP

Tw

T
1)|()|(   [4] 

Substituting (3) into (4) and changing the order of integration yields 

dDwwPdDdwwfDwwP T
Tw

T )|()|()|()|()|(  [5] 

where P(w > wT|D) is the probability of w exceeding wT given that  is the true parameter vector. 
Equation (5) shows that P(w > wT|D) is the expected exceedance probability for wind speed wT  with the 
expectation taken over all possible values of .

We evaluate the expected probability distribution as well as quantile confidence limits for GEV  
probability model. In the first set of runs we consider “absence” of prior information. In a second set of 
runs we add prior information, derived from regional analysis, that are easily incorporated into the 
Bayesian analysis. All the Bayesian procedures previously described are included in a program called 
FLIKE (proposed by Kuzcera 1999) which is able to perform a full frequency analysis on five 
distributions: two-parameter lognormal, log-Pearson III, Gumbel, GEV, and generalized Pareto with 
support for uniform and multinormal priors.  

The ability to compute the expected probability distribution and quantile confidence limits for any 
probability model is made possible by use of importance sampling, which is a general Monte Carlo 
algorithm for random sampling from the Bayesian posterior distribution. Figure 2 shows the expected 
probability distribution and the 90% confidence limit without any informative prior knowledge for the 
SSE direction for Taranto and Vieste stations, which are characterized by short period of observation. 
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Figure 2. Expected parameter and GEV quantiles and 90% confidence limit for the SSE direction, without any 
informative prior knowledge. 
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Table 2 shows the at-site parameters of GEV (“k” is the shape factor, “a” is the scale factor; “u” is 
the location parameter) distribution evaluated for wind speed data belonging to the SSE direction for all 
the wind stations investigated. 

Table 2 At-site parameters of GEV 

Bari Brindisi Crotone Ginosa Marina Otranto S.M.Leuca Taranto Termoli Vieste
u 15.65 26.70 18.09 33.18 29.72 22.34 20.23 19.05 29.10
a 1.50 1.33 1.28 1.67 1.74 1.43 1.30 1.24 1.46
k 0.08 -0.01 0.21 0.49 0.16 0.26 0.36 0.18 0.80

Figure 3 shows the GEV distribution and 90% confidence limit for the same direction. The expected 
GEV distribution is obtained adopting as prior information the mean and standard deviation of the shape 
factor derived from its at-site estimates. We use a regional weighted average as in Hosking and Wallis 
(1993). We observe that the probability distributions obtained exploiting the regional information, 
provides a meaningful reduction of uncertainty in wind prediction. 
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Figure 3. Expected parameter and GEV quantiles and 90% confidence limit for the SSE direction, with regional 
informative prior knowledge 
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Abstract  

The present paper deals with the evaluation of the dynamic pressures around the external surface of a 
cylinder lying on the sea bottom and induced by periodic and random waves and combined periodic and 
random waves with a positive current. 
A large scale laboratory investigation was carried out at the wave flume of the "Centro Sperimentale per 
Modelli Idraulici" at Voltabarozzo (Padua, Italy). During the experiments the time variation of the 
dynamic pressures at 8 transducers mounted at 45° interval and slowly staggered along the longitudinal 
axis of a smooth and rough iron cylinder were measured (Figure 1). In particular, four pressure 
transducers PDCR 1830 model by Druck with a pressure range of 0-3.5 mH20 and an output signal of 0-
50 mV and four pressure transducers PTX/160-0241 model by Druck with a pressure range of 0-3.5 
mH20 and an output signal of 4-20 mA at 20 Hz sampling frequency were used. Undisturbed 
measurements of the horizontal velocity component at the transversal axis of the pipeline were 
performed using an Acoustic Doppler Velocimeter. Simultaneous measurements of pressures around the 
cylinder and free stream velocities were made possible by building a longitudinal wall allowing to obtain 
two separate trenches far from the wave generation area (Aristodemo and Veltri, 2006). The measure of 
the horizontal velocity has been useful for the determination of the current velocity at the pipeline and as 
input for the modelling of the horizontal and vertical hydrodynamic forces (Aristodemo et al., 2007). 
Adopted values of the Keulegan-Carpenter number, KC, were resulted: 4<KC<13 for periodic waves, 
4<KC<9 for random waves, 7<KC<11 for combined periodic waves and current, and 5<KC<7 for 
combined random waves and current in the vortex shedding regime. An high number of different wave 
and current conditions were produced: 39 periodic waves and 20 random waves using a smooth cylinder 
with k/D (relative roughness) = 4.6*10-4, 14 periodic waves and 6 random waves using a rough cylinder 
with k/D = 8.2*10-3, 11 periodic waves interacting with a positive current and 11 random waves 
interacting with a positive current using a smooth cylinder. All the time series of the sampled surface 
elevations, pressures and velocities were smoothed using a bandpass filtering. The screening was used in 
order to eliminate the lower frequencies due to the wave flume seiching, and the higher frequencies due 
to the erroneous readings of the instruments. 
The values of dynamic pressures at the instants of zerocrossing, maximum and minimum of the time 
series of the surface elevation for the cases of periodic waves and combined periodic waves and current 
are shown (Sumer et al., 1991 and 1992). For non periodic tests, the pressure field is analysed in terms of 
root-mean squares of the entire records of wave and current experimental conditions. The roughness 
effect on the surface of the cylinder is also investigated with referring to the feature of the dynamic 
pressures. 
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Figure 1. Assembling of the pressure transducers and their 
influence areas around the cylinder  
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Abstract   

The Persian Gulf, is an important military, economic and political region owing to its oil and gas 
resources, and is one of the busiest waterways in the world. Countries bordering the Persian Gulf are 
Oman, United Arab Emirates, Saudi Arabia, Qatar, Bahrain, Kuwait and Iraq on southern side and Iran 
alone on the northern side (Fig. 1).   

Figure 1. Location and batemetry of the Persian Gulf. 

The Persian Gulf is 990 km long and has a maximum width of 370 km. The average depth of the 
Gulf is 36 m. The Persian Gulf occupies a surface area of 239000km (Emery, 1956). Extensive shallow 
regions, <20 m deep, are found along the coast of United Arab Emirates, around Bahrain, and at the head 
of the Gulf. Deeper portions, >40 m deep, are found along the Iranian coast continuing into the Strait of 
Hormuz, which has a width of 56 km and connects the Persian Gulf via the Gulf of Oman with the 
northern Indian Ocean. The Persian Gulf is a semi-enclosed, marginal sea that is exposed to arid, 
subtropical climate. It is located between latitudes 24–30N, and is surrounded by most of the Earth’s 
deserts. The Gulf experiences evaporation rates of approximately 2 m/yr  (Ahmad and Sultan, 1990), that 
exceed by far the net freshwater input by precipitation (0.15 m/yr) (Johns et al., 2003) and river 
discharge.

Owing to excess evaporation, the Persian Gulf exhibits a reverse estuarine circulation in which, due 
to geostrophy, the dense bottom outflow follows the coastline of United Arab Emirates, whereas inflow
of Indian Ocean Surface Water follows the Iranian coastline (Hunter, 1982; Chao et al., 1992; Reynolds, 
1993; Johns et al., 2003). Reynolds (1993) and others (e.g. Hunter, 1982) proposed that the densest water 
driving this bottom outflow forms in the Southern Shallows. 



         There are scarcely direct observations of the circulation within the Persian Gulf. The salinity 
distribution in the Persian Gulf clearly shows the circulation pattern of water in this region. The inflow 
of Indian Ocean surface water strengthens in late spring and summer and moves further to the head of the 
Gulf (Reynolds, 1993), (See Figure 2).  

Figure 2. Schamatic of circulation processes  
in the Persian Gulf (by Reynolds 1993).

Results from Reynolds (1993) show a general circulation which drives by density differences between 
Persian Gulf and Gulf of Oman waters. Around the year, fresher water from Gulf of Oman move towards 
head of the Gulf from surface and saline water from Persian Gulf moves towards Gulf of Oman from 
bottom layers. In order to simulate this circulation, a physical model is constructed for the first time in 
history of the Persian Gulf. 

 An admiralty chart containing Persian Gulf and Gulf of Oman has been used to design the 
bathymetry of the tank. This tank is on a rotating try which rotates by means of an adjustable motor. The 
tank has been separated into two parts; Persian Gulf and Gulf of Oman, by a moveable gate at the Strait 
of Hormuz. Before running the model, each Gulf has been filled up with their respective salinity, i.e., 36 
psu and 40 psu for Gulf of Oman and Persian Gulf respectively. To distinguish two parcels of waters, the 
one in the Gulf of Oman has been colored by potassium permanganate which has no effect on its density. 
In order to record the movement of water, a camera has been fixed on the top of the rotating system. The 
model rotates with adjustable revolution until it reaches to its optimum revaluation per second, and then 
the gate is removed manually. Figure 3 shows movement of the water with 3 seconds time intervals.  

As can be seen from these figures the fresher water from Gulf of Oman penetrates from surface into 
the Persian Gulf along the Iranian side which is in a very good agreement with previous investigations. 

In the next experiment potassium permanganate has been applied to Persian saline water, and Water 
in the Gulf of Oman remains colorless to see the outflow of the saline water from Strait of Hormuz into 
the Gulf of Oman. In this experiment the camera has been fixed on the eastern side of the system, i.e. on 
the side of Gulf of Oman, to record the cross sectional movement of the water from Persian Gulf in to the 
Gulf of Oman. 
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Figure 3. Results of the model showing the circulation pattern in the Persian Gulf.
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Figure 4 shows cross sectional movement of water. As illustrated in this figure saline water from 
Persian Gulf flows out from Strait of Hormuz into the Gulf of Oman from bottom layer which is also in 
excellent agreement with previous investigations. 

Figure 4. Result of the model showing outflow  
 of saline water from the Strait of Hormuz.

As this model is the first physical model constructed to describe the circulation of the Persian Gulf, 
It is clearly shows that the major force to derive the circulation of the Persian Gulf is the thermohaline 
force which is in agreement with numerical models such as; Hunter (1982), chao et al. (1992), Reynolds 
(1993), Sadrinasab and Kaempf (2004). 
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1.         Introduction 

Ocean disposal via sea outfall with preliminary treatment of domestic sewage is one of the systems 
adopted by SABESP - Basic Sanitation Company, in the central area of São Paulo State coastline. The 
region has four domestic sea outfalls in operation (Santos, Guarujá, Praia Grande -subsystem I and Praia 
Grande - subsystem II). These outfalls are located in physical fix bed model built in Coastal and Harbour 
Division of Hydraulic Laboratory, Polytechnic School - University of São Paulo (LHEPUSP), occupying 
an area of nearly 750 m2 and representing about 1000 km2 of Baixada Santista Estuary and Santos Bay, 
Southeastern Brazil.  

The study was initiated as part of a research project support by FEHIDRO (São Paulo State of 
Water Resource Fund) and Fundação Centro Tecnológico de Hidráulica. The main goal of this survey is 
to assess sea outfalls performance, considering the development of methodology for sewage dispersion 
evaluation through physical modelling.  

São Paulo coast has seven domestic wastewater submarine outfalls, all of them operated by 
SABESP (two of them in Praia Grande, one in Santos, one in Guarujá, two in São Sebastião and one in 
Ilha Bela). According to IBGE (Brazilian Institute of Geography and Statistics), the situation of São 
Paulo State sanitation is more favourable than the usual Brazilian reality. In particular case of Santos 
(418288 inhabitants in 2007), in the end of 1960 decade, the sanitary system presented depleted capacity, 
which provoked the increasing rejection of the city as local of vacation. To change this situation, in 1969 it 
was created the Managing Plan of Sewage, which recommended the oceanic disposal of the sewage and the 
construction of the first sea outfall in José Menino Beach with about 4000 m length at 10 m depth.  

Other important city is Praia Grande (233806 inhabitants in 2007) with about 44 km of length and 
mild beach slope. The collecting system, transport, preconditioning and final disposal of the Praia 
Grande sewage is divided in 2 independent subsystems (I and II), due to the region characteristics.

In Guarujá city (296150 inhabitants in 2007) a modern waste water treatment plant with sea outfall 
is constructed to attend 2 urban areas. According to computer simulations, this sea outfall presents 
adequate effluent dilution.

The purpose of this paper is to present the performance of the plume dispersion process for the 
Santos, Guarujá and Praia Grande I outfalls. Praia Grande II, situated in the physical limit of the model, 
was not considerate during the simulations. 



2.  Material and Methods 

In 2004, a fixed bed hydraulic physical model has been constructed at the LHEPUSP (see Figure 1), 
with geometric scale horizontal - 1:1200 and vertical – 1:200; the discharge scale is 1:3394113 and the 
tidal currents time scale is 1:84.85. The tidal cycle can be simulated in the model, as well as the regular 
wave regime. The bathymetry and the local shoreline data were obtained from the Brazilian Navy 
(Nautical Charts 1701 and 1711). The geometric scales used for the construction of the distorted Froude 
model were: horizontal scale 1:1200 and vertical scale 1:200. The tidal cycle could be representing in 
the model, as well as the regular wave regime (Alfredini et al., 2008). The tidal cycle was generated by 
operational software created at the LHEPUSP, where one cycle in the model (8.75 minutes) 
corresponded to 12.38 hours in the real situation.

Figure 1 – Panoramic view of the physical model showing the outfalls lines of Guarujá, Santos and Praia Grande I. It 
is also possible to see the access channel entrance to Santos harbour 

The calibration characteristic points were carried out comparing the real estuarine tidal propagation 
times (values measured and recorded during spring tide) with those of the model. The adjustment was 
achieved by changing the estuarine bottom roughness with the use of increasing gravel dimensions, thus 
improving the tidal propagation time regulation. Once achieved an appropriate tidal calibration time, the 
hydraulic validation was verified comparing local velocities and floating tracks measured in field 
campaigns. More details about calibration and validation procedures are explained in Alfredini et al., 2008.

To reproduce a constant flow discharged through the outfall, a system composed by Mariotte´s 
bottle and an energy dissipator cylinder was developed and this system is coupled with a stainless steel 
tube, representing the outfall, but without the multiple ports system existing in the real condition. The 
scenarios of dispersion were tested with 0.25 % methylene blue solution, simulating the sewage flow in 
Santos, Praia Grande I and Guarujá outfalls. The wind influence was carried out in a wind tunnel, 
simulating SW winds generated during cold fronts. The wind tunnel was constructed in acrylic (total 
length = 7.5 m and width = 3 m) with a suction fan downwind in the vertex. The system was supported 
by steel piles used to adjust the tunnel leveling over the water. The suction fan velocity was calibrated 
according to the numerical modeling results described in Harari and Gordon (2001). This adjustment 
was achieved by a trial and error procedure, measuring the water velocities corresponding to different 
suction fan rotations and choosing the one which better fitted to Harari and Gordon (op. cit.) data for a 
spring tide with storm surge occurrence (50 km/h SW wind).

3.  Some simulations results and discussion 
Due to the reduced scale, the purpose of physical tests presented in this study is showing only the far 
field hydrodynamic dispersion process affected by the tidal cycle and wind. The tests were done under 
conditions of spring tide, which correspond to a higher intensity of tidal current circulation. 
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More than 50 tests were carried out simulating diverse scenarios like outfall length (Santos case), 
flow rate (maximum and minimum discharges, mean operation volumetric discharges) in Santos, 
Guarujá and Praia Grande I outfalls, simulations with mean sea level rise and storm surge condition.

About outfall extension possibilities, tests with different lengths of the Santos outfall (4 and 5 km) 
and maximum discharge Qmax = 5.3 m3/s and mean operation volumetric discharge Qmean = 3.34 m3/s
are simulated (see Figures 2a and 2b, respectively). In both cases, the storm surge condition was 
simulated as wind blowing shoreward. 

These tests illustrate that the plume tends to disperse seaward, especially for the scenario with Q = 
3.34 m3/s. Part of the plume returns to the Santos Harbour Access Channel, mainly for Q = 5.3 m3/s.
This result confirms the presence of a larger plume for a larger effluent discharge. 

The comparison with the condition 5 km shows that the dispersion tends to move towards deeper 
waters (minor action of wave transportation currents) due to the pipeline extension, showing a similar 
trend as to that of the 4 km length, but with minor intensity of shoreward dispersion. Physical modelling 
results with a wind tunnel showed that the dispersion at the far field in this adverse scenario could be 
improved by increasing the length of the submarine outfall. 

Figure 2a - Plume effluent discharge (Q = 5.3 m3/s) from Santos outfall with 4 km length (left) and 5 km length (right) 
after 6 tide cycles. The illustration also shows the wind tunnel located upon outfall area. 

Figure 2b - Plume effluent discharge (Q = 3.34 m3/s) from Santos outfall with 4 km length (left) and 
5 km length (right) after 6 tide cycles.  

4.  Final considerations 

In spite of the physical model small vertical scale, the classical principle of Similitude Laws is 
applicable: the primacy of comparing different projects performances in the same model with the same 
scale and laboratory effects. 
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The transition and the far field performance must be evaluated with attention, mainly considering 
situations when the diffuser system shows problems of operational efficiency caused by structural 
damage or lack of maintenance. 

Physical modelling results with a wind tunnel showed that the dispersion at the far field in the 
scenario of storm surge could be improved by increasing the length of the submarine outfall. 
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Abstract  

The project "Herramientas avanzadas para la protección del litoral de Galicia y la Región Norte de 
Portugal frente a vertidos de hidrocarburos en alta mar" (Advanced tools for the protection of Galicia 
and north of Portugal shorelines towards oil spills in open waters) - acronym PROLIT - was supported 
by the European programme Interreg III A. The programme promoted the cooperation between Portugal 
and Spain, involving the University of Santiago de Compostela (Spain), the University of Corunha 
(Spain) and the Hydraulics and Water Resources Institute of the Faculty of Engineering of the University 
of Porto (Portugal).  

The project had several phases in which the physical modelling of oil spill barriers was included.  
In the paper, the results of the physical modelling tests of the barriers, performed in the Faculty of 

Engineering of the University of Porto, will be presented along with a general description of the PROLIT 
project.

1. The PROLIT project 

The shorelines of Galicia and north of Portugal suffered a dramatic environmental impact with the 
Prestige oil spill in 2002, Fig.1. 

Figure 1. Oil spill - Prestige (source: ESA 2002)  



With the continuous grow of the Maritime Transport and despite the efforts to improve security 
measures - sophisticated systems to control the position and routes of vessels, new traffic corridors for 
special cargos along the Iberian Peninsula coast, double core bulks, etc., the risk of accidents is real, and 
though, developing an efficient system to protect and minimize the impacts on shorelines for future oil 
spills is crucial. The PROLIT project aims to contribute for the development of an efficient barrier 
system, to protect sensitive shoreline areas of the Galicia and north of Portugal. 

The project was divided in 6 different activities: 1 - Inventory and characterization of sensible areas 
along the shoreline of Galicia and the north of Portugal; 2 - Design of the barriers; 3 - Physical modelling 
tests in wave channel; 4 - Analysis of the results; 5 - Testing the defence system; 6 - Dissemination of 
the results. 

The paper will focus on the physical modelling tests performed in the wave tank of the Faculty of 
Engineering of the University of Porto. 

2. Laboratory set-up 

The physical modelling tests of the barriers were performed on the wave tank of the Hydraulics 
Laboratory of the Faculty of Engineering of the University of Porto. The wave tank is 28.0 m long, 12.0 
m wide and 1.2 m in depth, Fig. 2. 

Figure 2. Wave tank of the Hydraulics Laboratory of the Faculty of Engineering of the University of Porto and 
barriers scheme.

Two different barrier lengths were analysed (0.65 m and 1.0 m), Fig.2, and also different fixing 
techniques to reduce model effects. In the project was also developed a numerical model that will use the 
results from the physical modelling tests to calibrate the numerical model and also using artificial vision 
to analysed the physical modelling tests and evaluate the performance of each solution. 

The results obtained on the physical modelling tests with the different barriers, for different test 
conditions, were analysed and will be discussed in the paper. 
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Abstract   

To prevent the need of new nourishments, the Directorate General for Coasts (DGC) designed a set of 
submerged breakwaters (crested at – 2 m) laid in such a way to form closed cells in plan view with the 
coastline and the existing groins. These groins support open channel outfalls for rain waters. As this 
design may have a negative impact on beach water quality, DGC entrusted a research to CEDEX in order 
to study the possible barrier effect that this project may have on mixing processes between interior and 
exterior waters.

1. Introduction 

In the last years beach nourishment works are having to overcome an increasing number of 
environmental, administrative and legal troubles mainly related to sand extraction from the sea. So, in 
January 2006 DGC prepare a new project aimed to stabilization of a set of beaches in Barcelona, those 
located between Barceloneta and Nova Mar Bella, focused to prevent the need of new nourishments. 

The designed measures consist of the construction of submerged breakwaters (crested at – 2 m) laid 
in such a way to form closed cells in plan view with the coastline and the existing groins. These groins 
support open channel outfalls for rain waters. 
The breakwaters have two principal 
functions: to reduce the wave height at the 
shore (and so, to reduce sand movements) 
and to prevent sand losses out of the cells. 

However, this design may have a 
negative impact on beach water quality if 
contaminated rain waters discharged through 
the outfalls get into the cell and cannot exit it. 

Concerned about this, DGC entrusted a 
research to CEDEX in order to study the 
possible barrier effect that this project may have on mixing processes between interior and exterior 
waters. 



For that purpose, CEDEX carried out tests on a physical model scaled 1/54 of a typical cell (that at 
Bogatell) aimed to estimate, by comparison between the present situation and that after the construction 
of the breakwaters, not only the possible delay of the output of contaminants previously introduced in the 
cell (negative impact), but also the possible decrease of the amount of contaminant that enters the cell 
(positive impact) coming from the incidental discharges of rain waters through the lateral outfalls. This 
model have been built and operated in a multidirectional wave tank of the Laboratory of Maritime 
Experimentation, a large facility of CEDEX with a long experience in physical modelling. 

Consequently, the tests are of two types: those focused to estimate the renovation rate of the water 
in the cells and those aimed to study the dispersion of contaminants transported by the rain water 
discharged through the outfalls that limit the different beaches. 

In both cases, tests have been carried out with waves coming from two directions of high 
probability of occurrence (ENE and S) with two wave heights (non-excedence probabilities of 50% and 
90%) and one situation of rather calm waters (waves coming from S with non-excedence probability of 
10%), resulting in a total of 20 tests.

2. Tests for renovation rate 

To study the present situation, the cell is closed with a metallic screen and the water inside is traced with 
an homogeneous concentration of Rhodamine WT 
of about 100 ppb. After that, a crane lifts the 
screen slowly and carefully to prevent spurious 
dispersion and then, the multi-segmented piston-
type wave maker begins to work. Two pumps with 
16 channels each take samples from 32 previously 
chosen points evenly distributed within the cell. 
Samples are taken several times until a mean 
concentration of about 1 ppb is reached. Later on, 
the amount of tracer that remains within the cell is 
calculated for each sample time and compared 
with the amount at the beginning of the test. This 

test is repeated for each of the planned sea states. Finally, the tests are repeated after the construction of 
the breakwaters and results are compared.

3. Tests for dispersion of rain waters 

These tests are more complex because they were design to take into account the effect of the density 
difference between dirty rain water and seawater in the prototype. 

The approach of heating the discharge water in the test was discarded because the maximum density 
difference that could be achieved was lower than needed. The actual approach have been the following. 

The water in the wave tank is salted (for which, more than eleven tons of salt have been used) and 
discharges of rain water for the design floods are simulated with traced fresh water (Rhodamine B). After 
that, dispersion of the tracer is analysed, especially within the cell that encloses the beach, through the 
spatial and time evolution of tracer concentrations and conductivities. Just like for the previous case, 
tests are repeated for the planned sea states, with and without the breakwater and results are compared. 

4 Results  

All the conducted tests produced a great amount of samples, each of them referenced by the exact time at 
which they were taken and associated to the physical coordinates of the point where they were taken.  
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In this way, with the laboratory analysis of 
the collected samples, the temporal distribution 
of the concentration of the selected tracer was 
generated and with the physical cordinates of 
the points at which the samples were collected, 
the spacial ditribution of the trace was 
represented for each time by  interpolation.  
In order to create this interpolation, the area of 
study was divided into separated cells of 0,15 x 
0,15 m giving rise to a grid of 61 columns by 

101 rows.

As a result, the obtained distribution is a grid 
where each of its elements define the average value 
of the concentration of the tracer in the cell to which 
its coordenates is associated.  

For each test it was obtained as many grid of 
concentration as instans at en los que se wich samples 
were taken. 

With the purpose of getting for each test a grid 
in wich it was represented the average of the 
concentration of the tracer among the water column, 
the different grids of concentration of rhodamine 
were associated to the depth of each point. 

The value of the mass of rhodamine enclosed in 
the beach area was obtained integrating the matrix 
previously generated.  

[1]     dvc(t)M(t)

Once  all the matrix corresponding to the instans at which the samples were taken were integrated, 
the temporal variation of the mass of the tracer was represented. 

  Figure 3: Spatial distribution of the concentration of Rhodamine at the instant of time 
The results of both experimental cases; the test of renovation rate and the test for dispersion of brain 

waters, aimed to compare both the preoperational and the project situation. 
The tests conducted to analyse the temporal variation of the renovation of the water system studied, 

generally showed a bigger renovation rate in the projected than in the preoperational situation, but no 
more than 24 hours in any case. 
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Figure 1 Temporal variation of the concentration of 
Rhodamine in test 

Figure 2 Spatial distribution of the concentration of 
Rhodamine at the instant of time 
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In the other hand, from the tests developed to test the impact of the projected structures in the 
entrance and exit of the contaminants into the studied area, it was concluded that the construction of 
submerged breakwaters considerably reduced the entrance of contaminants into the beaches studied. 

The conclusion of the works carried out, may be completed combining the results from both sorts of 
experiments, since in most of the cases, despite the time of removal of the area of study is bigger when 
the structures were present, much less pollution entered the area. Due to this fact, the amount of 
contaminants inside the beach was bigger without structures than when they were present.  

References 

Booij, R., (1989). Exchange of mass in harbours. Proceedings of the 23rd I.A.H.R. Congress, Delft, 
Netherlands, pp. D69–D74. 

Hattori T. ; Wada A. (1990) ‘Prediction of seawater exchange ratios in and outside the bay by hydraulic 
model’ Proc. Int. Conf. on Physical modelling of transport and dispersion. Massachusetts Institute 
of Technology. ASCE, pp 2B.1-6. 

Hughes S.A. (1993) ‘Physical Models and Laboratory Techniques in Coastal Engineering’. World 
Scientific. ISBN:981021541X. 

Langendoen E.J.; Kranenburg C. ; Booij R. (1994) ‘Flow patterns and exchange of matter in tidal 
harbours’. J. Hydraulic Research, vol 32 2, pp. 259-269. 

Uitjttewaal W. S. J. ; Lehmann D. ; Van Mazijk A. (2001) ‘Exchange processes between a river and its 
groyne fields: Model experiments’. J. Hydraulic Engineering, vol. 127, no11, pp. 928-936

Tan S. K. (1990) ‘Water exchange behind the inlet weir of a semi-enclosed lagoon’. Proc. Int. Conf. on 
Physical modelling of transport and dispersion. Massachusetts Institute of Technology, ASCE, pp 
2B.7-12.

260



Coastlab08, Book of Abstracts 
©2008, Nuova Editoriale Bios, Italy 

CALIBRATION OF A SEA CURRENT NUMERICAL MODEL USING FIELD 
MEASUREMENTS OFFSHORE TARANTO (ITALY) 

M. BEN MEFTAH (1), M. MOSSA (2), A.F. PETRILLO (3) & A. POLLIO (4)

(1) Research Assistant, Department of Water Engineering and Chemistry, Technical University of Bari, Via E. 
Orabona n. 4, 70125 Bari, Italy. mbenme@poliba.it  

(2) Full Professor, Department of Environmental Engineering and Sustainable Development,  Technical University of 
Bari, Via E. Orabona n. 4, 70125 Bari, Italy. mossa@poliba.it 

(3) Full Professor, Department of Water Engineering and Chemistry,  Technical University of Bari, Via E. Orabona n. 
4, Bari, 70125, Italy. petrillo@poliba.it 

(4) Research Assistant, Department of Water Engineering and Chemistry, Technical University of Bari, Via E. 
Orabona n. 4, 70125 Bari, Italy. a.pollio@poliba.it 

Abstract   

The goal of the present work is to present some comparisons between current field measurements and 
numerical simulation results offshore Taranto, a city placed in the South Italy. Field measurements were 
carried out on 29/12/2006 by means of a Vessel Mounted Acoustic Doppler Current Profiler (VM-
ADCP) AWAC manufactured by Nortek. Measurements were acquired at nine stations offshore Taranto 
into the homonymous gulf. The northern and eastern components of the water velocity were useful in 
order to describe the horizontal field of motion at various depths. The data so obtained were averaged 
along the depth and they were compared with the results carried out from a two-dimensional numerical 
model (MIKE21), using a flexible mesh approach for the domain representation. In order to achieve a 
good agreement with the measured data and the numerical ones, an adequate model calibration was 
carried out. It was pointed out that calibration of the seabed roughness and the wind stress factor seem to 
be sufficient to have a good overlapping between the measurements and the computed data. 

1. Introduction   

The present work deals with the field measurements and analysis of the sea current and velocity profiles 
assessed offshore Taranto at the open north-eastern area of the Ionian Sea in Southern Italy (see Figure 1). 
The analysis of the zone current pattern is a very interesting topic due to the highly extensive pollutant 
discharges in the same zone because of the presence of extensive industrial activity into the area. Indeed, the 
city of Taranto is notably known due to the presence of steel, cement and oil treatment plants. As a result, 
the quantity of undesirable physical, chemical, and biological products, discharged into the coastal areas 
may affect the local marine ecosystem through advection, diffusion and chemical and biological reactions. 
This is true especially for coastal ecosystems, which represent a rich and fragile resource (Roberts, 1980; 
Mossa, 2006; De Serio et al., 2007) that is subject to modifications due to climatic variations and/or human 
activities.

      

Mar Grande

Mar Piccolo
Taranto

Zone of study

Gulf of Taranto

Figure 1. Location of the experimental survey offshore the city of Taranto. The zone of study is the location of almost 
all the stationing points. However one station was also placed into the Mar Grande (source: Google Map). 



Particularly, the advective processes caused by the current pattern may easily carry undesirable 
chemical and biologic components throughout all the area, thus to endanger the nearby coastal areas and 
hence all the typical ecological habitat of the same zone. For this reason, a worthwhile study is the analysis 
of the current circulation in the interested zone, taking into account the main engine forces driving the 
current patterns, such as tides, winds and salinity and temperature stratifications and gradients. 

The main goal of this work is to demonstrate how a numerical model may be useful to describe the 
current circulation throughout the target area on the basis of a proper model calibration by using measured 
field data. 

2. Measurements facilities and acquired data 

A Nortek’s AWAC vessel mounted acoustic Doppler velocity profiler allowed the measurements of the 
three components of the seawater velocity along the water depth at nine chosen stationing points each of 
which was reached and established by means of a DGPS and a gyrocompass integrated into the profiler that 
allowed the proper velocity direction with respect the geographical coordinates. The time acquisition of the 
velocity profiler was longer than 3 minutes. At each station the measures where acquired every one meter, 
starting from 4 m below the seawater level. The measured of the flow were carried out by using the Nortek 
AWAC with an acquisition frequency of 0.5 Hz, while the acoustic frequency of its beams is of 600 KHz, 
thus the obtained data were not useful for turbulence analysis. Figure 2 illustrates the points displacements 
(see also Figure 1 to overview the site location).  

Figure 2. Displacement of the stationing points. 

The mean water velocity was calculated by taking the average of the measured velocities over a period 
of time long enough to eliminate the turbulent fluctuations but sufficiently short to avoid the tidal 
variability. 

The numerical model used was the MIKE21 Flow Model with Flexible Mesh (FM) manufactured by 
the DHI (Danish Hydraulic Institute). MIKE 21 Flow Model FM is a modelling system based on a flexible 
mesh approach. The modelling has been developed for applications within oceanographic, coastal and 
estuarine environments.   

Mike 21 allows also a computational domain composed by a series of rectangular cells, and its 
application is described in Ben Meftah et al. (2007).  

Figure 3 shows the computational domain and mesh used in this work for all the simulations. 
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Figure 3. Computational domain and mesh used for the simulations. 

In the present study the turbulence was modelled by the classical Smagorinsky subgrid model 
(Smagorinsky, 1963) with the Smagorinsky coefficient equal to 0.28. A computational time step of 4s was 
chosen. The test had a total duration of five days since 25/12/2006 at 00:00 to 30/12/2006 at 00:00. The 
simulation was performed in barotropic condition, with a constant value of  water temperature and salinity. 
Simplified forcings, such as wind field and tide, were intentionally used in order to highlight the capability 
of the model to reproduce the real current field. In particular, starting from an initial state of rest, each run 
was forced by the following selected actions: a spatially homogeneous but time-varying wind field and a 
time-dependent marine surface level imposed at the open boundary of the domain. 
The wind speed and directions and the sea surface elevations were acquired from the oceanographic station 
of Crotone, a city placed in the Ionian Sea, near the southern open boundary of the computational domain. 
In order to validate the model results the wind stress factor and the seabed roughness were varied, in what 
they may often be chosen as calibration parameters due to the uncertainty about these data.  

3. Results 

Figure 4 shows the comparison between the measured and computed data first and after the calibration 
operations. In  particular, Figure 4 (a)  shows the results obtained by using the model predefined values of 
the wind stress factor of 0.00125 and the Manning's seabed roughness of 32m1/3/s.  
On the contrary, the results of Figure 4 (b) represents the numerical values carried out with a wind stress 
factor of 0.0025 and the Manning's seabed roughness equal to 64 m1/3/s. It can be noted that the comparison 
between the measured data and the numerical ones is in very good agreement in the second case. 
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Figure 4. Comparison between the numerical data and the measured ones. a) Wind stress factor=0.00125; Manning 
coefficient = 32 m1/3/s; b) Wind stress factor=0.0024; Manning coefficient = 64 m1/3/s.

Moreover, the good quality of the calibration may be confirmed by comparing the surface water 

263



elevation measured at the oceanographic station of Taranto (Figure 5) with the numerical values carried out 
from the model.  

Figure 5. Location of the oceanographic station of Taranto (source: Google Maps). 

As Figure 6 and Figure 7 depict, there is a very good overlapping of the numerical seawater elevations near 
the oceanographic station of Taranto with those measured in situ after the calibration at the same station. 
Particularly, Figure 6 shows the measured marine surface elevations (blue line) and the simulated ones (red 
line) at Taranto with the wind stress factor of 0.00125 and the Manning's seabed roughness of 32m1/3/s,
while Figure 7 the same quantities as obtained after the calibration process with wind stress factor of 0.0025 
and the Manning's seabed roughness of 64 m1/3/s. The figures also report the sea level as measured at the 
Crotone station, that is that used for the open boundary condition, which is the same for both the cases. 
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Figure 6. Comparison between sea level as measured  at the Taranto’s Oceanographic station (blue line) and as 
obtained from the numerical model (red line). 
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Figure 7. Comparison between sea level as measured  at the Taranto’s Oceanographic station (blue line) and as 
obtained from the numerical model (red line) after the calibration process. 
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As it is possible to see, after the calibration operations (Figure 7), the surface elevations simulated in 
vicinity of the city of Taranto present a very good agreement with those obtained from the data measured by 
the oceanographic station of Taranto. 

The obtained results show that the present numerical model with a correct calibration may be useful to 
analyse the marine circulation in the investigated zone and they may be also used as a starting point to 
further analyses for the pollutants spreading throughout the analysed area. 
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Abstract 

This paper presents free surface modelling by means of the SPH numerical Lagrangian approach, 
simulating physical model tests on water waves generated in the wave flume of the water Engineering 
and Chemistry Department laboratory of Bari Technical University (Italy). Smoothed Particle 
Hydrodynamics (SPH) is a relatively new method for examining the propagation of linear and breaking 
waves. The development of the JHU SPH model is still ongoing and the numerical model results require 
further analysis and detailed comparison with other numerical models and experimental data. 
Comparisons with physical model runs demonstrate the potentialities of SPH like an engineering tool. 

The simulations in the present paper used an artificial viscosity, following Monaghan (1992). 
However, there were some difficulties in establishing the correct value of the fluid viscosity. 

The empirical coefficient , used in artificial viscosity (Monaghan, 1992), is needed for numerical 
stability in free-surface flows, but in practice it could be too dissipative. Several improvements that we 
have made in the same numbers of particles with different value of empirical coefficient  are presented 
here. The study made particular reference to the velocity and free surface elevation distributions with the 
aim to calibrate the empirical coefficient , used in the fluid viscosity, in terms of stability and 
dissipation in the fluid. The final model is shown to be able to model the propagation of regular and 
breaking waves. 

1. Introduction

Smoothed particle hydrodynamics (SPH) is a computational method used for simulating fluid flows. This 
Lagrangian mesh-free particle model was introduced by Gingold and Monaghan (1977) in astrophysics. 
Since then, it has been modified for use in solid mechanics (such as impact problems), and fluid 
mechanics (such as casting in molds). Monaghan (1994) showed that SPH could be used for free surface 
flows and it had the advantage that no special treatment was need at the free surface; that is, no imposed 
boundary conditions. Smoothed Particle Hydrodynamics (SPH) can be considered as computing the 
trajectories of particles of fluid, which interact according to the Navier-Stokes equations. 

An alternative view is that the fluid domain is represented by nodal points that are scattered in 
space with no definable grid structure and move with the fluid. Each of these nodal points carry scalar 
information, density, pressure, velocity, components, etc. To find the value of a particular quantity at an 
arbitrary point, x, an interpolation is applied: 

j
jjj VxxWfxf )()( [1]



Here fj is the value of f associated with particle j, located at xj, W(x-xj) represents a weighting of the 
contribution of particle j to the value of f(x) at position x, and Vj is the volume of particle j, defined as the 
mass, mj, divided by the density of the particle j. The weighting function, W(x-xj), is called the Kernel 
and varies with the distance from x. Without viscosity the SPH method is subject to instabilities; one 
manifestation is that each of the particles begins moving chaotically and this phenomena is called 
"boiling". Monaghan (1992) introduced an artificial viscosity to simulate a viscosity, dissipative energy 
within shock fronts, and to prevent particles from interpenetrating other fluid masses. 

The term ij is empirical and represents the effects of viscosity (Monaghan, 1992): 

ij

ijij
ij

c
  [2] 

where  is an empirical coefficient (usually taken as 0.01 - 0.1), 2/)( jiij ccc ,
22 01.0/ hrxxuuh ijjijiij and h is the parameter that determines the size of the support for 

the weighting function, which is a circle of radius 2h in 2D and a  sphere of the same radius in 3D. 
In this paper we analyze the artificial viscosity in SPH, in order to develop a measure of merit for 

evaluating the empirical coefficient . The SPH model is applied to the modelling of water waves 
generated in the wave flume of the Water Engineering and Chemistry Department laboratory of Bari 
Technical University (Italy).  

2. Numerical tests and experimental set-up 

The implemented numerical code was first tested using physical experiments on wave motion fields by 
De Serio and Mossa (2006). The experiments were performed in a wave channel 45 m long and 1 m wide 
located in the Water Engineering and Chemistry Department laboratory of Bari Technical University 
(Italy). From the wave paddle to section 73 the flume has a flat bottom, while from section 73 up to the 
shoreline it has a 1/20 sloped wooden bottom. A sketch of the wave flume is shown in Fig. 1. 

Further details about the experimental tests carried out can be found in De Serio and Mossa (2006). 

Figure 1. Sketch of the wave flume 

The simulations in the present paper used an artificial viscosity, following Monaghan (1992).  
In a previous study (De Padova et al., 2008), it was studied that the configuration with 30,000 

particles is the best fit to the data. The particle spacing is taken as x= z=0.022 m and thus 
approximately 30,000 particles are used. There are a variety of possible weighting functions (see Liu and 
Liu, 2003), and these SPH calculations using a cubic spline Kernel require neighbors within 2h of the 
selected particle. To calibrate the empirical coefficient , used in the fluid viscosity, two simulations 
with different value of this parameter were carried out. Table 2 shows the main characteristics of the 
SPH simulations. In all two simulations, the water depth, the wave height and the period were equal to 
0.70 m, 0.11 m and 2 s, respectively, in section 0.5 m offshore the section 76 (Fig. 2). The experimental 
and numerical wave profiles at the location of measurement points are shown for both cases (Figure 2). 
For the sake of brevity only the results of sections 49 will be presented (see Fig. 2). For a defined 
section, we can study the distribution along the channel of the wave elevation and the horizontal and 
vertical velocity components for both tests. The velocity measurements were assessed in the vertical 
sections (Fig. 2) at the intermediate point between the free water surface and the channel bottom. 
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Test
Coefficient in the 
artificial viscosity 

( )

Particle
number 

1 0.085 30,000 
2 0.045 30,000 

Table 1. Characteristics of SPH simulations 

Figure 2. Measurement sections 

Figures 3a-3c shows the agreement of numerical data obtained by means of the first SPH model 
with experimental data. In Figs. 3a-3c it can be seen that in the case with the higher value of  the 
numerical elevations and the numerical velocities are shown to not be in perfect agreement with the 
experimental measurements for the strong dissipative effect of viscosity. With a smaller empirical 
coefficient  (test 2), numerical elevations and the numerical velocities are shown to be in better 
agreement with the experimental measurements (Figs. 3a-3c). These results show how the empirical 
coefficient  is needed for numerical stability for free- surface flows, but in practice it is too dissipative. 
Skewness (Kennedy et al., 2000), a measure of crest-trough shape, is computed and shown in Fig. 4. Test 
2 predicts this parameter very well. In fact the trend of wave skewness increases as the wave shoals and 
breaks, and decreases near the shoreline (section 49). Instead, in the case of Test 1 of Table 1, when the 
empirical coefficient  is equal to 0.085, the computational results change for the worse and the trend of 
wave skewness is not well predicted, in particular in sections 47 and 45, where the wave surface profiles 
are characterized by a rapid change in shape. This result shows how a good efficiency of the computation 
is not obtained for all values of empirical coefficient .
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Figure 3a. - Comparison of 2-D SPH with experimental data (section 49) 

-0,6
-0,5
-0,4
-0,3
-0,2
-0,1

0
0,1
0,2
0,3
0,4
0,5
0,6

0 0,5 1 1,5 2 2,5 3 3,5 4 4,5 5

time(s)

u(
m

/s
)

2-D SPH Test1 2-D SPH Test 2 experimental data

Figure 3b. - Comparison of experimental and numerical horizontal velocity components  
(section 49, 0.1 m from the bottom) 
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Figure 4. Comparison of experimental and numerical skewness of surface wave elevations 

3. Conclusion

Comparisons with physical model runs demonstrate the potentialities of SPH like an engineering tool. 
However, there have been some difficulties in taking the right value of fluid viscosity. Several 
improvements that we have made in the same numbers of particles with different value of empirical 
coefficient  are presented here with the aim to study the effects of fluid viscosity in terms of stability 
and dissipation in the fluid. The choice of the empirical coefficient  depends on the physical process of 
the problem and the desired computational accuracy and efficiency. The artificial viscosity term, which 
depends on the –parameter, becomes extremely strong with very large numbers of particles. These 
results show how the empirical coefficient  is needed for numerical stability for free- surface flows, but 
in practice it is too dissipative. In the runs of the present paper (Table 1), we observed that the case with 
the higher value of , the numerical elevations and the numerical velocities were not in good agreement 
with the experimental ones for the strong dissipative effect of viscosity. With a smaller empirical 
coefficient  (from 0.085 to 0.045), numerical elevations and the numerical velocities were shown to be 
in better agreement with the experimental measurements. Therefore, generally speaking, an appropriate 
and calibrate value of the empirical coefficient  should be used for a settled number of particle in order 
to obtain good results. 
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Abstract 

Since the first pioneering works (e.g. Stive, 1980) to date, the dynamics of regular breaking waves has 
been widely and successfully investigated, with the exception of the wave crest and the bottom boundary 
layer (Ting and Kirby, 1994; 1995; 1996). This was also the case of a previous research by the same 
authors (De Serio and Mossa, 2006) which aimed to describe some principal features of the regular wave 
dynamics, such as velocity and Reynolds shear stress distributions in the shoaling zone and turbulence in 
the breaking region. Anyway, many coastal processes, such as undertow currents, sediment transport and 
action on maritime structures, are strongly due to irregular breaking waves, whose behaviour is not well 
understood.

The aim of the present research is to analyze the essential physics of a narrow band irregular wave, 
from deep waters up to the surf zone. The experiments were carried out in the laboratory wave flume of 
the Coastal Engineering Laboratory (L.I.C.) of the Water Engineering and Chemistry Department at the 
Technical University of Bari, Italy. The distribution along the channel of some time and phase-averaged 
wave characteristics was investigated, referring in particular to mean and turbulent horizontal and 
vertical velocities, Reynolds and turbulent stresses, turbulent kinetic energy. Moreover a comparison 
with the case of the regular wave was suggested, confirming some vertical trends. 

The 2D channel, used in the present experiment, was 50 m long and 2.40 m wide, with a still water 
level equal to 0.93 m at the wave paddles. Its bottom was rigid and flat in deep waters in the first 35 m m 
starting from the paddles, while it became sandy onshore, with an average slope of about 1:14 (Figure 1). 

The generated wave was characterized by a Jonswap spectrum, with a significative height Hs of 0.10 
m and a peak period Tp of 1.6 s.  

Both velocities and wave elevations were assessed simultaneously and at the same locations, along 
the central longitudinal section of the channel. The instantaneous, three-dimensional velocity field was 
measured, using a 3D Acoustic Doppler Velocimeter by Nortek. In each acquisition, 33000 instantaneous 
velocity vectors were acquired with a sampling frequency of 25 Hz. The elevations were measured by an 
ultrasonic gage by UltraLab ULS 2001300 by General Acoustics, characterized by a 0.18 mm resolution 
and an accuracy of  2.00 mm.  

Four transversal sections were chosen along the flume, where measurements were carried out. The 
first was located in deep waters and on the concrete flat bottom, at a distance of 12 m from the wave 
maker. The other ones were on the sloping bottom, at a distance of 18.50 m, 22.60 m and 24.60 m from 
the paddles, respectively. For each section, at least 16 measurement points along the vertical were 
investigated, with a relative distance of 3 ÷ 5 cm, thus covering the whole water column. 

It must be underlined that the wave-maker system was properly run in order to reproduce the same 
irregular wave train after a macro-period of 102 s, therefore the incident wave time series was 
characterized by twelve equal irregular wave trains, during each measuring operation. This procedure 



can be considered rare and therefore innovative, if compared to the experimental approaches used by 
previous researchers. 

In fact, it should be observed that the evaluation of the turbulent components in an irregular wave is 
more difficult than in the regular one, because the organized wave-induced (ensemble-averaged) 
components usually change. For example Sultan and Ting (1993) and Ting (2001), in order to apply the 
ensemble averaging technique, had to generate many times the exact same incident irregular wave. Ting 
(2002) partitioned the measured instantaneous velocities into a low-pass and a high-pass time series. The 
ensemble average of the low-pass velocity time series consisted of the undertow and the long-wave 
velocity. The ensemble average of the high-pass velocity time series was the short-wave velocity. The 
difference between the high-pass velocity time series and the short-wave velocity was defined as the 
turbulent velocity fluctuation. 

On the contrary, in the present case, each measured instantaneous velocity was separated by 
ensemble averaging into the organized wave-induced velocity and into the turbulent velocity component, 
without any interpolation. 

As an example, the vertical distributions of the time-averaged horizontal velocities are plotted in 
Figure 1. Analogous graphs were obtained also referring to vertical velocities and stresses. 
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Figure 1. Distribution of the time-averaged horizontal velocities 
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Introduction

Meteomarine monitoring is one of the main tools for efficient coastal management, but the existing net in 
Apulia region up to the 2004, was not sufficient to ensure  total coverage of the entire territory. 

For this purpose, over the past three years the laboratory of Coastal Engineering of the Technical 
University of Bari has conducted different programs on wave measurements, aimed towards 
characterising wave conditions along the Apulian coastline. The present paper presents the monitoring 
programme that was conducted as part of the IMCA research project framework.  

Despite their naturalistic importance and the erosive phenomena currently underway, the Tremiti 
Islands, located about 20km off the northern Apulian coast, were completely lacking in wave 
measurements and wind data. The mooring of a buoy in the archipelago allowed us to set up wave 
hindcasting models.

1. Wave data analysis

Since 2005, thanks to an agreement with the Apulia region, a meteo-oceanographic monitoring network, 
including two directional buoys,  has been in operation.   

Figure 1- Buoy position

 As part of the IMCA research project, another buoy was added to the existing network at the end of 
2006. All the data are now available for consultation at the website http://www.puglia-coste.it.

Directional wave measurements are recorded by a Directional Waverider MKIII buoy located 
offshore the Tremiti Islands. The buoy was moored on 29th December 2006 in the Tremiti Island marine 
reserve at a location with a water depth of about 94m (figure 1). 



The buoy sends its readings to the control centre every 30 minutes via GSM. Here, an application 
registers the information in a database and updates the website. 

The data only refer to one year of observation (2007) and therefore are not sufficient to define the 
wave climate of the area. Nevertheless, an initial analysis of the data is useful for a discussion about the 
efficiency of standard methods used for wave hindcasting. 

The dataset has been compared with the wave characteristics evaluated by using wave data coming 
from another buoy, managed by the Italian Environmental Agency, also moored in the Adriatic sea. 

Indeed, in the archipelago, wind and wave measurements are not available except for wind data 
collected by an APAT anemometer in the period between 1993 and 2000. However, the above-
mentioned anemometer is prone to measurement errors because of its position near a high cliff. 

The wave data normally used for wave hindcasting (De Girolamo, Contini, 2000), are recorded by a 
buoy moored close to Ortona (less than 100 km north of the Tremiti Islands), which has a fairly similar 
exposure to wave motion. However, in a previous study (Bruno, De Serio, Petrillo, 2006) it was assumed 
that the wave climate reliability was poor as it was calculated with a geographical transposition 
technique using these data. The dataset  available was considered as suitable only for the hindcasting of 
waves coming from the first quadrant, while waves from NNW were considerably underestimated in 
their intensity and frequency. From a comparison between the Pescara and Tremiti fetch distribution, it is 
possible to see that, in addition to being fairly similar, the wave sector of Ortona is rotated by about 15° 
clockwise compared to that of the Tremiti Islands.

An analysis of the series recorded at Tremiti confirms what was previously assumed (figure 2); in 
the area the most significant sea-storms come from NNO, and are characterized by a high periodicity and  
high intensity. The Tremiti Islands are, in fact, characterized by extremely intense sea-storms with 
relatively close frequency. In particular, the buoy registered a sea-storm on January 2nd 2007 which 
registered a height at its top of 6.29m, one of the highest waves registered in the Adriatic Sea. The events 
are also characterized by a remarkable duration; this parameter is very important, as waves only develop 
to the maximum of their potential after a certain period. The wave field direction is notably constant all 
year round. 

Figure 2- Wave climate at the Tremiti Islands

2. Wave prediction models 

From a comparison between recorded and corresponding heights in the period from January to February 
2007 (estimated using a geographical transposition model), it is noticeable that this method reproduces 
the largest part of the sea states examined (Fig. 3 ,4), with a wave height underestimation in the case of 
waves from NNW (Fig. 5). This is probably caused by the fact that the westerly waves measured at the 
Tremiti Islands are generated from winds blowing from a wider sector than at Ortona. 
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Figure 3-Recorded wave rose Figure 4- Predicted wave rose

Figure 5- Comparison of recorded and predicted waves from buoy data

The SMB method revised by the Shore Protection Manual was also used to estimate the single sea 
states recorded in the Tremiti Islands (dashed line in Fig. 6). The wind data used for the hindcasting 
method came from an anemometer located in Termoli on the Adriatic coast. The technique gives 
acceptable results in the considering the wind blowing in the wave sector. There is also evidence of a 
wave height overestimation in the case of waves coming from NNW.
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Figure 6 - Comparison of recorded and predicted waves from wind data
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Abstract 

The main breakwater of proposed fishery harbour at El Kala in the eastern Mediterranean coast in 
Algeria was destructed several times by strong storms during the construction in 1997 - 2004.  3D 
(basin) physical modelling was conducted to assess the stability of main breakwater in order to avoid any 
significant destruction of protection during the construction stage for different summer and winter 
extreme wave conditions.  The main breakwater section was redesigned in order to improve the 
overtopping and the stability of breakwater head.      

1. Introduction 

Algeria, located on the southern border of the Mediterranean Sea and east of Morocco and west of 
Tunisia, has a coastline of about 1,200km.  The coast has the predominant wave from N-W during winter 
while weakest appearances from N-E during summer.  The tide amplitude is very low in the 
Mediterranean Sea.  The Algerian coastline is diverse going from sandy beaches to rocky cliffs.  The 
littoral drift depends on the orientation and type of the coast.  Most of the sandy beach sectors receive 
waves from NW-NE and induces littoral movement mainly parallel to the coast.  The cliff sector receives 
in general front waves and the littoral drift is quasi insignificant.  Algeria’s main cities are located along 
the coastline and more than 50% of the 33 million population lives less than 50km from the coast.  
Algeria has more than 10 commercial harbours and 35 fishing harbours. 

        Figure 1: Location Map of Fishing Ports at El Kala              Figure 2: Destructed Breakwater during Construction



The (old) El Kala fishing port is, about 500km east of capital Alger and about 18km west of the 
Tunisian border, located on point PRESQUILE, a short peninsula enclosing the east side of the harbour.  
In early 1990, the Government of Algeria planned a new fishing port at El Kala, located 3km west of the 
old El Kala fishing port (Figure 1).  Studies were carried out during early 1990s and the work was 
lunched in 1996.  The main breakwater of the port was destructed several times by strong storms during 
the construction in 1997-2004 (Figure 2).  During the same period complementary hydraulic studies were 
carried out twice in 1997-1998 and 2002-2003.  It was understood the difficulties for the construction of 
the main breakwater, and 3D (basin) physical modelling was carried out to assess the stability of main 
breakwater in order to avoid any significant destruction of protection during the construction stage and 
also the completed stage. 

2. Model Setup 

The physical model studies were carried out in the LHI wave basin of 35m x 25m on a fixed bed 
undistorted model 1:60 under the effect of irregular waves.  The correct sizes of concrete armour units of 
ANTIFER of 18T at trunk and 25T at head were used on 1:1.5 slope of 8.3m CD main breakwater to 
ensure a correct reproduction of hydraulic characteristics of the modelled structures.  The placement 
technique of the armour blocks on the slope toe is especially important as the geometry of the slope toe 
affects the stability armour (Yagci and Kapdasli 2003).  Attention was paid to assure that the semi-
cylindrical hole-parts of blocks make contact with the base surface and the adjacent blocks were placed 
so that the blocks form an angle with each other.  After placing the blocks on the slope toe, the remaining 
part of the first layer as well as the second layer are filled by letting the blocks free fall.   

The offshore waves of both summer and winter seasons of 1 - 50yr return periods approaching 
respectively from N-E and N-W were tested (Table 1).  The wave generators used in the model tests 
were capable of generating irregular wave fields according to the JONSWAP spectrum for specified 
significant wave heights and periods.  The wave heights were measured using conductivity type wave 
gauges, which comprise two thin, parallel stainless steel electrodes.  Prior to construction of model 
layout, a series of calibration runs were carried out to establish input wave conditions to obtain the 
required designed wave conditions in front of the wave paddle. 

Table 1: Offshore Extreme Wave Conditions at El Kala

NW (315o) N (0o) NE (45o)Return
Period

(yr) Hs (m) Tm (s) Hs (m) Tm (s) Hs (m) Tm (s) 

1 6.80 11.5 5.20 10.0 3.80 8.5 

2 7.40 12.0 5.60 10.5 4.10 8.5 

5 7.80 12.5 6.00 11.0 4.40 9.0 

10 8.50 13.0 6.80 11.5 4.70 9.5 

20 9.25 14.5 7.30 12.0 5.30 10.0 

50 10.00 15.0 8.00 12.5 5.80 10.5 

3. Model Results of Original Design 

Various sections with different layers such as core, filter, single layer armour, double layer armour 
without crest wall, etc. of the main breakwater were considered in the modelling in order to avoid any 
significant destruction of protection during the construction stage and the allowable wave heights were 
identified.  During the model testing it was proposed to remove the layers at the external foot of the main 
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breakwater in order to avoid the risk of instability of the toe and to reclaim the small rocky bay just west 
of the proposed harbour in order to reduce the overtopping and damage of armour layer.  Based on the 
tests of completed stage, it was found that the crest of the main breakwater not enough to prevent the 
overtopping (Figure 3) and the 25T armour units not stable in the head part of the main breakwater 
(Figure 4).      

              Figure 3: High Overtopping                       Figure 4: Damaged Breakwater Head

4. Model Results of Revised Design 

Following the model tests performed on the original design, a number of alternative solutions were 
considered and discussed, in order to evaluate the armour blocks’ stability and overtopping events in a 
way that each factor has influence in each other.  Hudson's formula (1979) was used to redesign the 
breakwater armour by selection of appropriate values of stability coefficient of 7 for trunk and 5 for 
head.  The main breakwater was redesigned to 9.7mCD crest and head armour at forward side to 35T and 
the slope of the section was mild to 1:2.  The armour of the breakwater trunk section was kept at 18T and 
head armour at leeward side at 25T same with the original design.  Then the model testing was repeated 
for the revised design and found that the damage level of both 18T and 35T within the acceptable of 5% 
for stability (Figure 5).  The 25T head armour at leeward side and the secondary breakwater armour were 
stable for all the model testing and the overtopping was significantly reduced (Figure 6).  The wave 
conditions inside the harbour basin were within the acceptable limit for safe working and mooring 
conditions.  

Figure 5: Stable Breakwater Head                         Figure 6: Improved Overtopping

5. Conclusion 

The Government of Algeria wanted to find a solution for the frequent failure of construction work of the 
new El Kala fishing port due to heavy storms.  3D (basin) physical modelling was conducted to assess 
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the stability of main breakwater in order to avoid any significant destruction of protection during the 
construction stage for different summer and winter extreme wave conditions.  The allowable wave 
heights were identified for different layers of the breakwater such as core, filter, single and / double 
layers of ANTIFER armour without crest wall, etc.  The damage level of 25T ANTIFER armour near the 
head and measured overtopping rate are very higher than the standard design criteria, and the main 
breakwater was redesigned.  The wave conditions are within the acceptable limit for safe working 
conditions at quay as well as safe mooring conditions inside the harbour basin.  Construction work has 
been started based on the revised design (Figure 7). 

Figure 7: Harbour Construction Work Underway
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Abstract  

This paper describes the 2D stability model of the El Kala Port in order to reduce the overtopping and 
consolidate the very affected sections of the peninsula and to determine the stability of the proposed 
main and secondary breakwater structures.    

1. Introduction 

The El Kala fishing port, about 500km east of capital Algeria and about 18km west of the Tunisian 
border, constructed in 1975 on point PRESQUILE, a short peninsula enclosing the east side of the 
harbour (Figure 1). Based on the available wave data information the annual wind distribution is 
concordant with wave, and NW is the dominant winter wind with 10m wave height and significant wind 
from NE during summer with 6m wave height of 50yr return period.  

The peninsula is quietly narrow near the root and the head, and wider at the middle. Seawall built 
along the peninsula with the intention of limiting overtopping and its height varies at (5-6)m near the 
root and the head, and (10-12)m at the middle of the peninsula. Some of the sections of the peninsula 
severely affected due to the strong storms, and the harbour has been operational difficulties most of the 
time due to high overtopping and wave penetration.  

.   

Figure 1: Old El Kala Fishing Port 



Further the existing main breakwater, armoured with TETRAPOD units, severely damaged near the 
head due to storms and the rest of the breakwater protected with additional ANTIFER armour which 
results high wave disturbance inside the harbour (Figure 2). Therefore a new main breakwater has been 
proposed from the west side of the port in order to have a protection for the existing port (Figure 1). This 
will also enable to occupy more space inside the harbour as well as there will be a possibility of develop 
a marina (pleasure) just west side of the existing port. 

Government of Algeria has planned to develop and consolidate the El Kala port in fishing and 
pleasure and appointed the Hydro Marine Inginierie (HMI) and Lanka Hydraulic Institute Ltd (LHI) for 
the design and hydraulic studies. The 
prime objectives of this paper are to 
reduce the overtopping into the harbour 
and to consolidate/protect of the very 
affected sections of the peninsula which 
requires a protection in foot by assessing 
the effects of the slope and the water depth 
at the toe on the wave overtopping as well 
as to determine the stability of the 
proposed main and secondary breakwater 
structure over a range of different storm.   
             Figure 2: Harbour Entrance during a Storm

2. Model Setup and Tests 
The experiments have been carried out in the LHI laboratory wave flume which is 30m long, 0.8m 

wide and 1.6m deep. Three sections of the peninsula - two near the main harbour basin (P28 and P30) 
and other near the peninsula head (P01), two sections of the proposed main breakwater - one near the 
middle (PMB1) and other near the root (PMB2), and one section of the secondary breakwater (PSB1), 
have been considered for the model testing. The scales for the six different profiles have been selected by 
considering wave flume dimensions, seabed profile, structure configurations and design wave conditions 
to represent the actual situation. Gravity and inertia forces have to be same in both prototype and the 
model. Therefore, it is necessary to use Froude scaling law in order to represent the other parameters 
correctly in the model and the 
scale is at 1:40 for P01 and P30, 
1:60 for P28 and 1: 54 for 
PMB1, PMB2 and PSB1. 
Models have been tested for 
different storm conditions of 
return periods 1yr to 50yr for a 
total duration of tests of 6hr 
prototype.    Figure 3: Section P28: Existing (Left) and 18T ANTIFER (Right)

Model testing has been first carried out for the profiles of peninsula, the existing stage of each 
section and alternative options have been then considered to reduce the overtopping into the harbour and 
to protect the damaged section of the peninsula (Figure 3). Rock and ANTIFER concrete armour units 
have been used for the proposed sections and the stability has been evaluated by Hudson’s formula 
(1979) which developed for rock armour by extensive hydraulic model testing for seaward armour 
stability and has been used for random placed concrete armour units including ANTIFER by selection of 
appropriate values of stability coefficient, and the crest level by the wave run-up along the structure (van 
der Meer, 1988). Then the model testing has been carried out the section of the Main breakwater, mainly 

282



exposed to N-W waves, and the secondary breakwater, mainly influenced by N-E waves (Figure 4).  
Irregular waves in the model have been generated by a hydraulically operated paddle controlled by 

a PC based Wave Synthesizer, and the communication between the PC based software and Active Wave 
Absorption Control System (AWACS) established through the wave generator/receiver unit. The 
AWACS is a digital control system that enables wave makers to simultaneously generate the desired 
waves and to absorb reflected waves online. Wave conditions have been recorded by wave gauges of 
conductivity type with twin stainless steel electrodes whilst digital camera and digital video have been 
employed to monitor wave breaking, wave 
run-up, overtopping and armour 
movement. The displacement of the amour 
units have been quantified using overlay 
photographs taken from fixed camera 
positions before and after each test whilst 
individual wave overtopping has been 
measured by collecting water that overtops 
the structure using a tank with a calibrated 
pump and a water level gauge. The 
maximum acceptable damage level of 5% 
has been considered for the design criteria 
of both rock and ANTIFER concrete 
armour.         Figure 4: Model Testing on Secondary Breakwater

3. Model Results of Peninsula 

The profile 28 near the main harbour basin experiences very severe NW waves and the model testing has 
been carried out for the higher waves of 50yr and 50yr+20% return period.  Basically two alternative 
options have been proposed one is armour at the toe of the existing seawall and other submerged 
breakwater at near-shore.  By assessing both overtopping rate and damage level of armour units, the 
armour mound option is more effective and recommended.  The armour mound option of 18T ANTIFER 
reduces overtopping remarkably than other options of armour mound.  In addition armour displacements 
are very less and only little damages recorded for this option. Thus 18T ANTIFER mound is 
recommended for this particular section.   

The profile 1 near the peninsula head experiences significant NE waves and the model testing has 
been carried out for higher waves of 50yr and 50yr+20% return period. The seawall has been raised to 
10m level because the existing section (5m high) experiences very severe overtopping even at 1yr return 
period wave. Both option of 6T rock armour mound and 10T ANTIFER mound at the toe of the raised 
10m seawall are able to reduce overtopping by more than 94%. But stability of structure is better in the 
option of 10T ANTIFER. Thus 10T ANTIFER for up to 10m of seawall is recommended for this 
particular profile. The profile 30 near the peninsula root also experiences severe NE waves. Overtopping 
reduction is similar in both options of 6T rock armour mound and 10T ANTIFER mound and it is around 
96% for 50yr+20% return period waves. But the structure stability is better in the option of 10T 
ANTIFER and it is recommended for this particular section.   

4. Model Results of Main Breakwater 

The main breakwater has a crest wall with road and quay with buildings on the leeside of the breakwater. 
Overtopping rate of the profile PMB1 is very high even for 1yr return period waves and it is necessary to 
increase the crest level in order to reduce it. The main breakwater with 25T ANTIFER gives less 
overtopping than that of 15T ANTIFER because the later has lesser effective crest than the earlier. The 
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armour and toe are very stable for both 25T and 15T armoured breakwaters, and 25T is recommended in 
concerning the overtopping but need to assess in the 3D (basin) modelling.  

The overtopping rate of profile PMB2 is very less compare to the profile PMB1 but it is still high 
when considering the standard criteria (CEM Part VI 2006). It is recommended to increase the crest level 
in order to reduce the overtopping. The armour displacements are at maximum of 2%, which is in little 
damage category in standard criteria. As the seabed topography of the main breakwater near the root is 
rocky and complicated, the breakwater stability can be better assessed in the 3D (basin) modelling than 
in the 2D (flume) modelling, because lateral variation of the seabed is not considered in the later.  

5. Model Results of Secondary Breakwater 

The secondary breakwater has a crest wall with road and no quay with buildings on the leeside of the 
breakwater. The measured overtopped water is very less for 15 T of 50yr return period and within the 
acceptable limit of standard criteria. The breakwater has been tested for both 18T and 15T armours and 
no armour displacement has been recorded for both options. Thus it is recommended that 15T BCR is 
applicable for the secondary breakwater but need to assess in the 3D (basin) modelling. 

6. Conclusions 

The Government of Algeria has planned to develop and consolidate the El Kala port in fishing and 
pleasure. 2D (flume) physical modelling has been conducted to consolidate the peninsula and assess the 
stability of the proposed main breakwater and secondary breakwater.   

18T ANTIFER mound is recommended by considering both overtopping and the damage level for 
the profile 28 since it is experiences in very severe NW waves. The option of 10T ANTIFER is 
recommended for both P01 and P30. In addition to that, it is recommended to adopt a toe protection to 
the rock mound for profile P01 and P30 since its seabed profiles are steeper than P28. 

Considering the standard criteria, the overtopping rate is within the acceptable limit for the 
secondary breakwater. As it is high for the main breakwater, it is recommended to raise the crest of the 
breakwater. The armour displacement for all the options of both main and secondary breakwater is very 
small. 15T ANTIFER is recommended for the secondary breakwater whilst 25T is for the main 
breakwater trunk. As the seabed topography at the main breakwater root is rocky and complicated, the 
breakwater stability can be better assessed in the 3D (basin) modelling than in the 2D (flume) modelling. 
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Abstract 

This paper is included wave tranquillity study for construction of Krishnapatnam Port in India from 
study of 3D basin physical modelling with considering original layout, groyne and wet basin. The main 
objective of the physical model study is to assess the harbour tranquillity for different incident wave 
conditions which are expected to prevail at the site during harbour operations.  It encompasses to asses 
the wave disturbance within the harbour basin especially near the quay walls for assuring of safer ship 
motion.

1. Introduction 

The Port of Krishnapatnam, an existing minor port on the Indian east coast, is located in Nellore district 
of the state of Andhra Pradesh at an approximate distance of 300km from Hyderabad.  The port is 
located in the estuaries of the Khandaleru River, Khandaleru Creek and the Buckingham Canal.  A dam 
is constructed upstream on the Khandaleru River and therefore river silt is negligible.  The minor port is 
to be developed into a modern all-weather deepwater port, capable of handling a large volume of cargo.  
Presently the roundhead of the South Breakwater and the trunk of the North Breakwater are under 
construction.

2. Objective 

The layout plan of the proposed port development indicates the points of interest for wave tranquillity 
(Figure 1).  The two groynes near zone X and Y shown in the basin at lee side of south and north 
breakwaters are optional.  Similarly a wet basin is also shown as optional duly relocating the zones 11, 
12 and 13.  
The primary objectives of the 3D physical model study are: 

To study the tranquillity of the harbour basin for both North East and South West Monsoon 
conditions. 
To fine tune the layout to ensure a minimum of 320 working days in a year by satisfying the 
different wave conditions required at various berths. 



3. Model Set-Up and Testing Procedure 

Since model basin is not sufficient enough to construct the full harbour layout, it was decided to use 
1:150 scale to cover selected area with considering necessity of the wave disturbance study and sufficient 
length to propagate deepwater wave to port area. 
The head section of the two breakwaters were constructed by using Dolos armor units, the method of 
placing amour units are random (Figure 2) and it was ensure that prototype packing density was achieved 
with proper interlocking. As model scale very small in some places of the breakwater Dolos amour units 
were replaced by similar rock materials with taking into account several factors as layer thickness, model 
weight and porosity. 
The wave generators used in the model tests were 
capable of producing irregular waves of a pre-
determined spectrum and in a particular direction 
using two or three movable type paddles operating 
side by side. In the wave generation process, wave 
parameters Hs and Tp were specified and the 
JONSWAP-type wave spectrum was used to 
create input water level time series through 
inverse Fast Fourier Transformation (FFT). 
The wave paddles were calibrated for each wave 
direction to ensure that the waves are fully 
developed to the required wave spectrum a short 
distance away from the wave paddles. 
The model testing of the breakwater layouts was 
carried out at a water level of +0.8m and +2.4m 
CD (chart datum). 
Three wave directions were used for the model 
testing (600, 900 & 1350).
After testing the original layout, it was apparent 
that the Groynes, Groynes and Wet basin would 
not give the required tranquility and hence the 
testing scenarios were changed with the consent of 
the client. 
Finally, following scenarios were tested for 
different wave conditions. 

Test Series 1: Original Layout 
Test Series 2: Modified South Breakwater 
Test Series 3: Original Layout with Wet Basin 
at berth 12 
Test Series 4: Open Berths at the Container 
Terminal (11,12and 13) 
Test Series 5: Open Berths at the Container 
Terminal (11,12and 13) with a Mound Head 
at the end of Berth 13 
Test Series 6: Open Berths at the Container 
Terminal (11-15) 

4. Model Results and Discussion 
The existing minor port at Krishnapatnam is to be developed into modern all-weather deepwater port, 

Figure 2 : Dolos arrangement around south 
breakwater

Figure 1 : Layout plan of proposed 
Krishnapatnam port development 

Wet basin

Groynes

N
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which will be capable of handling a large volume of cargo.  This study presents the 3D (basin) physical 
modelling of wave tranquility of the proposed port.  The model testing was carried out for the above 
model configurations: 
The model testing of the original layout shows that the berths on the south side of the basin area such as 
the container berths 12, 13 and 14 are directly exposed to waves from both 90o and 135o directions.  
Various modifications were done and finally decided to consider the option of open sloped quay (Test 
series 6) instead of solid vertical quay as in the original layout.  It is clear from the model testing of open 
sloped quay satisfies most of the requirements under wave tranquility. 

(i) Jetty for small craft harbours [8D’& 8D] 
Required condition of 0.6m could be achieved in wave directions of 60 and 135. In the case of 90 
degree direction, wave condition at the seaward end of the jetty [8D’-0.7m] exceeds the maximum 
allowable limit.  It is recommended to move the jetty slightly towards the harbour side (away from 
the harbour mouth). 

(ii) LNG Jetty [9] 
Required wave condition of 0.3m could not be achieved in any of the wave directions.  Wave 
conditions for 900 direction and 1350 direction are 0.39m and 0.45m respectively.  These conditions 
are thought to be reasonable, especially wave crests are moving parallel to the Jetty giving mainly 
surge (translator) and pitch (rotational) movements. Generally stability criteria for surge & pitch 
movements are low with compared to sway and roll movements.  For the 600 direction one year 
return period wave condition of 0.63m is too high, considering the waves approach at an angle to 
the jetty.  According to the results, the jetty could be used throughout the year apart from certain 
times of the North East Monsoon Period. 

(iii)  Liquid Berth [8] 
Required wave condition of 0.8m could be achieved throughout the year. 

Figure 3 : The open berths at the container terminal (Test Series 6) 
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(iv) Bulk Cargo Berths 
Required wave condition of 0.8m could be achieved throughout the year. 

(v)  Container Berths [11 to 15] 
Required wave condition of 0.6m could be achieved throughout the year for the berths 11, 12, 14 
and 15. In the case of berth 13, wave conditions for 60 and 135 degrees are satisfactory whereas 
wave conditions for 90 degrees exceed the requirement. It is recommended to use a slope of 1:6 at 
the back of the open berths 11, 12 and 13, which will increase the energy dissipation. A slope of 1:4 
was used for testing.  
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Hs (m) for one year return period waves 
600 900 1350

Gauge 
Location

T1 T6 T1 T6 T1 T6 
1 0.22 0.09 0.64 0.17 0.36 0.13
2 0.09 0.06 0.26 0.13 0.21 0.14
4 0.17 0.06 0.34 0.21 0.18 0.16
5 0.16 0.05 0.35 0.10 0.15 0.08
8 0.16 0.05 0.31 0.08 0.16 0.06

8D 0.2 0.27 0.71 0.58 0.53 0.50
8D’ 0.35 0.37 0.74 0.70 0.50 0.61
9 0.71 0.63 0.30 0.39 0.46 0.45
11 0.19 0.21 0.25 0.35 0.21 0.21

11A 0.17 0.25 0.15
12 0.25 0.17 0.49 0.43 0.27 0.16

12A 0.23 0.64 0.24
13 0.43 0.22 0.98 0.74 0.56 0.34

13A 0.16 0.78 0.39
14 0.16 0.14 0.52 0.57 0.27 0.37

14A 0.11 0.49 0.30
14B 0.12 0.55 0.34
15 0.14 0.07 0.37 0.32 0.29 0.18

15A 0.09 0.43 0.28
20 0.07 0.04 0.23 0.09 0.23 0.12
21 0.22 0.13 0.64 0.27 0.45 0.18
22 0.97 1.71 1.05
23 2.16 2.36 0.89

Paddle 2.50 2.50 2.50 2.50 2.00 2.00

Table 1: Comparison of Wave Heights (m) for Test Series 1 and 6 
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Abstract  

In the present work the hydrodynamic field due to the interaction of river run-off with coastal water body 
is investigated, taking into account the presence of marine structures. The case study is a harbor located 
in the shallow coastal environment of Pescara river mouth (Adriatic sea, Italy). The river outlet has been 
recently modified and faced by a large breakwater. The aim of the present analysis is to test, by 
experimental analysis, some possible improvements of the situation generated at the channel-harbor, by 
means of suitable modifications of the lay-out. The experimental model set up has been performed taking 
into account stratification effects. Some harbor configurations have been tested; the results have been 
discussed and the features of the different solutions were pointed out and specified. 

1. Introduction 

On entering shallow water environment, river discharge spreads under the effects of marine forcing. 
Unfortunately, rivers are often considered as very suitable and cheep dumps, and unlimited quantities of 
pollutants are discharged into fresh waters. Once a pollutant is discharged into the sea, it is transported 
and dispersed by the flows induced by the typical coastal hydrodynamic forcing, related to barotropic 
and baroclinic pressure gradients (Fischer et al., 1979).  

Pescara river drains into the Adriatic sea the water collected in a mainly mountainous catchments 
(3200 km2). In the last tens of kms it runs mainly inside terrigenous sediments crossing a densely 
developed area, with several towns and industrial settlements exchanging water and pollutants with the 
river system (Russo, 2003). The river outlet, bounded on both sides by Pescara town, has been recently 
modified and faced seaward by a 800 m long breakwater. Unfortunately, the harbor configuration gave 
rise to several, significant environmental effects, concentrating fine sediments and polluted fresh water 
along the near shore and rapidly changing the sea bottom morphology between the breakwater and the 
river mouth. 

The aim of the present work is to test, by experimental investigations, some possible improvements 
of the situation generated in the neighborhood of the channel-harbor, by means of suitable modifications 
of the lay-out. The question to be solved is: how does the polluted river waters spread and how such 
spreading can be improved, from the point of view of water quality along the shoreline. The problem is 
complex, due to the interactions of the river flow with marine structures. The presence of waves, wind as 
well as long-shore streams has been neglected, i.e. the major phenomena are assumed to be the 
interactions between the flow from the river and the harbor structures. Indeed, from the environmental 
point of view, the total absence of marine forcing is the worse scenario.  

2. Experimental apparatus

The experiments were performed in a horizontal, rectangular water tank (1500x2000x40 mm). The river 
inlet is performed by means of a horizontal free surface channel with rectangular (50x40 mm) cross 
section, placed perpendicularly in the middle of the tank long side. The channel is connected to a 



hydraulic circuit, feeded by a 1.2 kW pump. The outlet section is placed on the whole long side, opposite 
to the channel mouth: on this side is a wolf-tooth-shaped weir is arranged and the water outflow is 
almost homogeneously distributed on the whole outlet section of the tank. Next, the water flows into a 
reservoir which feeds the pump.  

The flow through the inlet channel is measured by means of a magnetic induction high precision 
flow meter, being the accuracy about 0.001 l/s. The flow is visualized by using Fluorescein sodium salt
(C20H10Na2O5) and white tempera. 

The light from six 120 W incandescent lamps is focused on the investigated region and a standard 
video camera is used to record the motion of the coloured flow. The camera allows the video record on a 
PAL standard: frame rate is 25 Hz, image is a 576x720 px RGB array, shutter speed is set to 1/200 s. 

The harbour structures have been realized in concrete and the shallow coastal waters river 
discharge, characterized by the mixing of freshwater with sea water, is simulated using two tanks of the 
hydraulic circuit. The experiments have been carried out with a flow rate of 0.08 l/s and average velocity 
of 10 cm/s. Reduced gravity Froude (Fr’) and Reynolds (Re) numbers, defined as Fr’ = U/ g’h (g’ = 

/ 0 g , being h uniform water depth, g gravity acceleration, density difference between river and 
sea waters, 0 density of sea waters) Re = Uh/  (being  kinematic viscosity) are Fr’=1.61 and 
Re=2000.

3. Results and discussion  

The river flow is strongly affected by the presence of the breakwater, that diverts the fresh waters 
stream into two branches (Fig. 1): the former flows through the southern harbour inlet (right side of the 
images), while the latter flows northward. As a result, due the harbour lay-out, the southern branch 
flows seaward, whereas the northern branch flows along the coast, which is affected by a progressive 
degradation of the environment (Lalli et al. 2005).  

Fig. 1: a) Pescara harbor aerial photo; b) flow visualization at APAT laboratory (1:1000 scale).

In a previous technical report (Lalli et al, 2005) all the carried out experiments were carefully 
described and all the 11 APAT proposals were specified and discussed. In the present paper, for sake of 
brevity, only the main features of the activity are outlined, and 8 solutions are described and discussed.  

Solution no. 1
A floating boom connecting the jetty and the breakwater can prevent the polluted fresh water flow  

northward. The main features of this solution are: 
efficient protection of the beach; 
cheapness; 
the area between the harbour and the breakwater has an insufficient circulation; 
the northern harbour entrance is blocked off by the boom, so this solution can be used only in the 
summer time, when tourist fruition needs an efficient improvement of the coastal water quality.
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Fig. 2 : floating boom. 

Solution no. 2
This solution consists of a gap in the breakwater as well as a flow deflector just downstream 

(northward) the gap. The features of this solution are: 
part of the river discharge flows through the gap and can spread seaward; 
the deflector does not prevent the fresh water flow to reach the beach, so it could be necessary to 
use also the boom suggested in the previous case. 

Solution no. 3
The previous solution can be coupled with a groin located in the north coast. The features of this 

solution are: 
very efficient protection of the beach; 
the beach is shortened of the area between the groin and the harbours;

Fig. 3 : gap, deflector and groin.  

Solution no. 4
A large gap can be made in the breakwater. The new entrance is protected by two converging 

breakwaters. The features of this solution are: 
a new, large harbour entrance is available; 
the environmental problem of water quality along the north coast is not solved. 

Solution no.5
Also in this case, a large gap in the breakwater is considered; the protection from waves is ensured 

by a new, larger breakwater. The features of this (very expensive) solution are: 
a new harbour entrance is available; 
only a very small  amount of fresh waters can flow toward the beach.  

Solution no. 6
Two gaps of the same amplitude are opened in the breakwater. The gaps are provided with 

permeable protection from  waves. The features of this solution are: 
as in the previous case, only a small amount of fresh waters can reach the coast.  

Solutions  no. 7,8 (fig 4)
Both these solutions consist of the complete separation of the beach from the river mouth and the 

harbour. This idea ensures the complete solution of the environmental problem related the spreading of 
fresh waters along the northern coast. The northern entrance is eliminated, and the remaining one needs 
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to be modified, and made more safe from the navigation point of view.  
All the previous solutions, including the 7th, are not able to solve the problem of sedimentation in 

the harbour, related to the fresh water flow. This feature is very important, in fact the harbour needs 
frequent, expensive dredging. This problem can be completely solved by the 8th proposed solution. 
Indeed (Lalli et al, 2005), this solution is suggested by APAT to be the most suitable. 

Fig. 4 : solutions no. 7,8 both imply separation between the river mouth and the beach; solution n. 8 
suggests also the separation between the harbor and the river mouth.  

4. Conclusions 

An extensive experimental analysis was carried out at APAT laboratory, concerning Pescara channel 
harbour. This port, located in the Adriatic Sea, is characterized by environmental, efficiency, and 
sedimentation problems, mainly due to the interaction between river mouth flow and marine structures. 
As a result, the experiments show an important feature  of baroclinic flows: unlike the barotropic case, 
significant modifications of the geometry do not give rise to the expected, significant as well, 
modifications of the flow, which is mainly driven by buoyancy effects. Furthermore, sedimentation 
problems can be solved only by separating the river mouth from the harbour. These considerations 
suggest the correct choice for the future development of the harbour, indicated by the solution no. 8.  
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Abstract 

The thorough knowledge of the oceanic and coastal circulation pattern is basic for the understanding of 
several correlated processes, such as the diffusion and dilution processes, as well as for interpreting 
phenomena linked to the ecosystem activity and forecasting the effects of intervention from outside, 
through appropriate control policies.   

Following an agreement between the city of Bari and the Technical University of Bari, Coastal 
Engineering Laboratory, the need to focus the study on the interaction between the jet discharged from 
the outfall coming from the West Bari treatment plant and the surrounding environment arose. It was 
achieved by means of a 3D hydrodynamic mathematical model, which was tested in previous studies 
(e.g. Malcangio and Mossa, 2004; De Serio et al., 2005), and further validate in the present study with 
field measurements. Therefore, a survey was carried out in June 2007 in the area under investigation 
shown in Figure 1. Collected data were utilized as input by the mathematical model, and its outputs 
showed a quite good agreement with the field measurements collected during the spring survey. 
Subsequent to the model calibration, the circulation pattern in the North Bari coast was obtained by 
several simulations in barotropic conditions (see Table 1), which differed principally in wind field force 
that are typical of the area (Fig. 2), in order to test (i) the interaction of the real variation in wind 
direction and intensity on the dilution of the waste water discharge, and mainly (ii) the impact of the last 
with the coast. The waste water discharge was determined by a salt source distant about 900 m from the 
coast, that is about the outfall pipe length. Therefore, the salinity was considered as tracer for 
recognizing the discharge path. The analysis of the salinity diffusion map along the superficial horizontal 
plane evidences that there is a return of the waste water discharge, identified by the salinity parameter, 
on the littoral (e.g. see Figure 3a), when the wind comes from the third quadrant.  

Further simulations were carried out in order to analyze two project hypotheses about the outfall 
pipe location that could minimize the impact of the discharge on the surrounding environment, in 
particular on the littoral that overlooks the waste zone. It must be taken into account that the waste water 
discharge is situated at 10.5m depth that does not assure an appropriate dilution in the water column over 
the diffuser as it was observed during the survey, due to the high momentum flux of the jet, especially in 
overload condition of the treatment plant. In the same zone the sea bed presents a natural rip channel, 
which less facilitates the jet dilution by the currents. Moreover, the pipe presents several suspended 
section which could be seat of breaking and the formation of which probably is related to the canyon 
formation.



LIBERTA' MARCONI - SAN GIROLAMO - FESCA
VIII

Figure 1. Location of measurement points during the survey. 

Figure 2. Annual appearance frequency. 
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Figure 3. Superficial salinity map for simulations with wind W 2 m/s and discharge point (a) at the current position;  
(b) outside the natural canyon (second project hypothesis). 

Table 1. Main characteristics of runs. 

Run Wind direction and velocity Outfall configuration 

1 NO: 8 ms-1 present 

2 NE: 8 ms-1 present 

3 O: 2 ms-1 present 

4 SSO: 2 ms-1 present 

5 O: 2 ms-1 longer 

6 O: 2 ms-1 moved 

a)

b)
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All the aforementioned considerations led into the analysis of a first project hypothesis that takes 
into account a removal of the last part of the outfall pipe on the other side of the rip channel, on the 
understanding of the diffuser geometrical characteristics (length, nozzle number and section, distance 
between nozzles). The only operative intervention in this case consists in a lengthening of the outfall 
pipe, which must be renovated anyway. As second hypothesis, the advisability of the outfall pipe full 
replacement with a new planned route considerably distant from the existing location, and with a longer 
pipe in order to reach the depth of 15 m, was considered. 

Therefore, two further simulations were carried on with the aim of verifying if (i) an increase of the 
pipe length (about 150 m) and (ii) a different displacement of the waste pipe toward NE but most of all 
far from the natural canyon, can determine a slight discharge impact on the coast. Both simulations 
adopted as climatic conditions the less frequent (wind from W with velocity 2 m/s) but the most 
dangerous, in terms of interaction of the discharge with the coast, among the climatic conditions 
simulated. The second project hypothesis showed higher salinity values for the diffusion plume and 
therefore more similar to the background salinity (Fig. 3b), than values obtained by the first project 
hypothesis, and clearly with less environmental impact than the current situation     (Fig. 3a).  
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Abstract  

Floating oil booms are the fundamental tool to defend the coastlines in the face of an oil slick advancing 
from deepwater. Their effectiveness depends on a number of factors related to the boom characteristics 
and the sea state. In this paper, the boom response in terms of its motions is investigated with the aim of 
analysing the influence of each parameter involved in the process.      

1.   Introduction 

When an accidental oil spill occurs at sea, the oil slick is carried by currents, waves, and winds. In some 
cases it will be transported towards the shoreline, with the potential to cause extensive environmental 
damage. Among the available methods to protect the littoral against an oil spill, mechanical floating 
booms have proved to be the most adequate, and are therefore extensively used (Oebius, 1999). The oil 
slick contained by the boom is subsequently recovered by means of skimmers either from ships or from 
the shoreline. 

Floating booms have shown a good performance in sheltered waters, such as port basins. However, 
it is well known that their effectiveness decreases in open waters, where currents and waves are present. 
The capability of a floating boom to contain an oil slick under these conditions depends greatly on its 
motions (Iglesias et al., 2005 & 2006) because they modify the hydrodynamic conditions in the retention 
zone in front of the boom. These motions are a function of several parameters related to the boom 
characteristics (geometry, buoyancy/weight ratio, mass distribution) and the current speed and wave 
height and period (Kim et al., 1998).   

In this work, several physical models of floating booms were tested in a 2D flume under the action 
of waves and currents in order to investigate the influence of these parameters on the boom response.  

2.   Experimental set-up

The physical tests were performed in the wave and current flume of the Escuela Politécnica Superior of 
the University of Santiago the Compostela. The wave flume is 20 m long and 0.65 m wide with a 
maximum water depth of 0.8 m. Wave conditions are generated by means of a piston-type paddle 



equipped with an Active Wave Absorption System (AWACS) that allows the absorption of reflected 
waves. At the opposite end, a wave-absorbing artificial beach with a slope ratio of 1:10 was used in order 
to minimize the effects on the model of the waves reflected at the end of the flume. Current conditions 
can be also generated by means of a reversible pumping system controlled by a system of valves. 

A number of physical boom models (Fig. 1) consisting of a buoyancy cylinder and a vertical skirt 
were built at a 1:10 scale. Different buoyancy/weight ratios were obtained by attaching steel rods to the 
bottom of the skirt. The model response (heave and roll motions) was measured with the help of an 
Artificial Vision System (Ibañez et al., 2007). This system was developed to avoid the distortions of the 
boom motion that would be produced by conventional measurement procedures (strain gauges). The 
results obtained in these tests will be presented at the Conference. 

Figure 1. Physical boom model. 
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Abstract  

Operational and security conditions in a port terminal are closely related with the behaviour of the 
moored ships, namely with the ship motions amplitude and the magnitude of the forces in the mooring 
lines and fenders. In the paper, a physical model study of the behaviour of an oil tanker moored at a jetty 
will be presented after a brief description of the local environmental conditions and the existing 
operational conditions at the berth "A" oil terminal. The paper will focus on the comparative analysis of 
the presently most used mooring layout at the berth "A", with an alternative symmetrical mooring layout.  

1. Introduction 

The Port of Leixões is located in the northwest of Portugal and handles all the major types of maritime-
port traffic. This port has an oil terminal, composed by three berths, operated under concession by Galp
Energia. Berth “A”, located at the harbour entrance, is the most exposed to adverse maritime 
environmental conditions, despite the protection offered by the Leixões north breakwater, Fig. 1. 
Alongside this berth the water depth is about -16 m CD, which allows receiving oil tankers of up to 
100,000 dwt.

Figure 1 – Leixões Oil Terminal, Porto, Portugal. 

   Berth “A””

    Berth “B””

   Berth “C”

Leixões north breakwater 



Due essentially to its location, berth "A" is affected by hydrodynamic and operational problems. In 
this berth, breakage of ship mooring lines can occur and excessive motions are sometimes experienced 
by the moored ships. In some critical situations, the on or off-loading operations are made difficult or 
even impossible. According to IHRH-FEUP/IST (2005), berth "A" does not assure, in average, the 
operational and security conditions during about 20% of the time. These facts obviously result in 
operational costs, as well as, environmental and safety risks, to the port authority, that are important to 
minimize in order to improve the terminal profitability. To attenuate the problem, a SPM system has 
been recently installed and is presently in operation offshore the Port of Leixões.  

Berth “A” operational conditions are supposed to be influenced by the overtopping of Leixões north 
breakwater and the wave diffraction around its head, the characteristics of the existing fenders and 
mooring system, the currents transmission through the breakwater core, and the possible resonance 
phenomena in the berth “A” area, Veloso-Gomes et al. (2005).

A physical model study of the behaviour of an oil tanker moored on the berth “A” is being carried 
out to clarify the contribution of some of the identified critical issues on berth “A” operational conditions 
and also to analyse the efficiency of some intervention alternatives proposed in previous studies. This 
physical model study is part of the R&D project DOLPHIN, which also includes numerical simulations 
and prototype measurements at the berth “A”. 

The paper will focus on the results of a simplified physical model of the berth “A” and the 
surrounding area, built with the aim of analysing the influence of an asymmetrical mooring layout on the 
behaviour of a moored ship. 

2. Experimental set-up 

The physical model study is being carried out at the Hydraulics Laboratory of the Hydraulics and Water 
Resources Division of the Faculty of Engineering of the University of Porto. The existing wave tank is 
28 m long, 12 m wide and 1.2 m in depth. The wave generation system, designed by HR Wallingford, 
UK, is of the multi-element type and composed by 16 paddles. The system is equipped with a Dynamic 
Wave Absorption System. The 3D motions of the moored oil tanker, in the six degrees of freedom, are 
measured using a Qualisys – Motion Capture System, composed by 3 infrared cameras. With this 
measuring system ship motions can be measured without direct contact with the model.  Forces on the 8 
mooring lines and the 2 fenders are measured using specially designed force transducers made by HR
Wallingford, UK.  

The berth “A” jetty structure consists of two breasting dolphins and a loading platform. Each 
breasting dolphin is equipped with a pneumatic fender and double mooring hooks. The remaining 
terminal mooring hooks are located on the north breakwater superstructure.  

For this stage of the study a simplified physical model of the berth “A” was selected. Bathymetry 
was considered horizontal and the bottom level near the berth equal to -16 m CD. The breasting and 
mooring dolphins were reproduced in the physical model; however, there was no need to construct the 
Leixões north breakwater as the ship model, in this first stage, is only submitted to head waves.  Those 
waves are the ones expected to reach the berth “A” area after diffraction around the head of Leixões 
north breakwater. The set-up of the physical model in the wave tank is sketched in Fig. 2. One array of 
four wave probes was installed near the physical model and parallel to the berthing structure, to record 
the water surface elevations for further reflection analysis, i.e., for the separation of incident and 
reflected waves, Fig.2. A dissipation beach was created at the end of the wave tank to reduce wave 
reflections.

The second phase of the study includes the construction of the Leixões north breakwater inside the 
wave tank on a scale 1/100. The bathymetry will be considered horizontal with waves reaching the berth 
“A” after diffraction around the north breakwater head. 
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Figure 2 – Physical model set-up on the wave tank. 

The ship selected for the study intends to represent the biggest class of oil tankers that regularly 
demand berth “A”. This ship is a 105,000 dwt oil tanker, with 245 m overall length and a maximum 
draught of 14.1 m. The first ship model was built in fibreglass reinforced plastic on a 1/100 scale, based 
on the 3D hull shape definition of a real oil tanker. To analyse scale effects, a ship model constructed at a 
smaller scale is also foreseen (1/75). Prior to testing, the ship model was ballasted to obtain the required 
dynamic characteristics of the prototype ship. The calibration allows adjusting the position of the ship 
centre of gravity and the radius of gyration, as well as its natural periods of oscillation.  

The selected mooring layouts are sketched in Fig. 3. The first one is asymmetrical and represents 
the most usual mooring arrangement for the biggest class of oil tankers that use the berth “A”.  The 
second one is nearly symmetrical and takes advantage of the mooring points located near the head of the 
Leixões north breakwater.  

The characteristics of the mooring lines available can differ from ship to ship. The biggest oil 
tankers that regularly demand the berth “A” are usually moored with steel mooring lines with a synthetic 
tail (nylon). 

ASYMMETRICAL MOORING LAYOUT
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SYMMETRICAL MOORING LAYOUT
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Figure 3 – Asymmetrical and symmetrical mooring layouts considered in the physical model tests. 
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The load-elongation curves of the mooring lines are simulated using a combination of precision 
springs, taking also into account the stiffness of the corresponding force transducer. Their non-linear 
behaviour was linearized. This way the stiffness of each one of the mooring lines (which depends of the 
mooring line elongation) was substituted by the constant stiffness of an equivalent linear mooring line 
having the same energy absorption capacity of the non-linear mooring line. The non-linear behaviour of 
the two pneumatic fenders installed was reproduced in the same way.  

3. Preliminary results and discussion 

Some preliminary results are summarized on Fig. 4, which presents the maximum loads (prototype) 
recorded in each one of the mooring lines (ML) and of the fenders (FD), when the ship model is under 
the action of long crested waves characterized by a significant wave height of 2,0 m and different peak 
wave periods, during high tide (+4.0m CD). Differences between the two mooring layouts are small, 
with nearly the same maximum loads recorded on the mooring lines. Loads on the fenders were found to 
be smaller in the case of the symmetrical mooring layout at intermediate wave periods. Spring lines 
(ML4 and ML5), as expected, were the most loaded ones due to their lower length and therefore higher 
stiffness. Maximum loads that the mooring lines and the fenders can withstand (Max Load) are also 
shown in Fig. 4. Based on the results, spring lines would be the first mooring lines to break.  
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Figure 4 – Preliminary results: asymmetric mooring layout (ASY) versus symmetric mooring layout (SYM).  
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Abstract   

This paper describes the 3D physical model for the proposed Hambantota harbour. The main objective of 
the physical model study is to assess the harbour tranquillity for different incident wave conditions which 
are expected to prevail at the site during harbour operations.  It encompasses the assessment of wave 
disturbance within the harbour basin especially near the quay walls for assuring of safer ship motion and 
convenient ship operations and there by, to verify the adequacy and effectiveness of the harbour layout 
proposed for Hambantota harbour. The proposed harbour layout was subjected to several representative 
wave conditions in order to examine the wave penetration into the harbour basin and disturbance in front 
of the quay walls. In addition, movements of fully loaded ships were measured by mooring at various 
berth locations. Results for wave penetration were checked with mathematical model results. Ship 
motion results were compared with PIANC criteria. Both wave disturbance and ship motion results were 
within the acceptable limits. 

1. Introduction 

Sri Lanka occupies a strategic position along the main 
shipping route connecting Asia with Europe and America, 
and needs major seaport to attract the international shipping 
industry. The Colombo Port even with the impending 
southward expansion will not be able to cater for the high 
demand within the region in years to come. Government of 
Sri Lanka has planned to develop the existing Galle Port as a 
regional port and identified the Hambantota site as for a 
major seaport.  

Three alternative options for development of a seaport 
at Hambantota were considered, and an inland port within a 
part of Karagan Lewaya Lagoon with an entrance from the 
bay immediately westward of the Hambantota headland 
(Figure 1) was considered as the best option and the 
feasibility studies were carried out during 2002 - 2006. In 
2006 October, Memorandum of Understanding (MOU) Figure 1. Proposed Harbour Layout 



between Sri Lanka Ports Authority (SLPA), and a consortium comprising China Harbour Engineering 
Company (CHEC) concerning the detailed design studies of Hambantota Seaport Development – Phase I 
Project was signed. As a sub consultant, Lanka Hydraulic Institute Ltd (LHI) undertook hydraulic 
studies, which include the field investigations, mathematical modelling and physical modelling to 
optimise the functional and operational efficiency of the newly developed port layout.  

The main facilities to be constructed in the Phase I includes: one way approach channel of 210m 
wide, turning basin of diameter of 600m, two general berths of 600m long, one oil berth of 310m long 
and all 16m deep. This paper describes the three dimensional physical model study to verify the 
adequacy of the proposed harbour layout by testing wave disturbance within the basin area and 
movements of moored ships at both berth locations and to optimise the layout. 

2. Model Setup   

A fixed bed undistorted model was constructed at 1:100 scale for the proposed seaport at LHI wave basin 
of size 35m x 25m (Hughes, 1993). The correct sizes of single layer CHINESEPODE concrete armour 
units were used for main breakwater and rock armours for lee breakwater to ensure a correct 
reproduction of hydraulic characteristics of the modelled structures (Figure 2). The wave generators used 
in the model tests were capable of generating irregular wave fields according to the JONSWAP spectrum 
for specified significant wave heights and peak wave periods. Wave characteristics for harbour 
operational condition were derived from detailed mathematical model simulations of wave climate using 
MIKE 21 NSW model (LHI, 2007). These wave conditions are given in the Table 1.  

Two types of vessels were used in the model tests to represent 200m cargo and 230m oil tanker that 
are expected to use the facility. Ballasting procedures equating for dead weight tonnage, metacentric 
height and roll period were carried out for both vessels prior to the testing (LHI, 2005).  Bridgestone type 
rubber fenders proposed for the interface between 
berthing ship and quay wall were accurately 
represented in the model using pieces of rubber 
beadings having similar elastic properties as the 
prototype fenders. The mooring arrangements of 
both vessels were also reasonably represented in 
the model using a combination of string – coil 
spring arrangement for model mooring lines (BS 
6349 Part 4, 1985). 

   
Figure 2. Physical Model Testing

Percentage of Exceedence 
25% 2% Wave Direction 

(in degrees) 
Hs (m) Tp (s) Hs (m) Tp (s) 

210 swell 1.4 12 2.1 13.5 
210 sea 1.1 5.5 1.7 5.5 

180 swell 1.5 12 2.1 13.5 
180 sea 1 5.5 1.5 5.5 

150 swell 1.4 11 1.9 11.5 
150 sea 1 5.5 1.5 5.5 
120 sea 1 5.5 1.5 5.5 

Table 1 - Input Wave Conditions for Model Tests 
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3. Model Tests and Results 

The model was subjected to the all wave conditions indicated in Table 1. Each test was run for a period 
of 25min, which includes 5min of stabilization period and remaining 20min for data acquisition.  A 
20min running time in the model approximately represents 3.3 hrs in the prototype. For evaluating wave 
disturbance inside the harbour, waves were generated from four different directions,  i.e. 120o, 150o, 180o

and 210o as shown if Figure 3. The wave heights were extracted using wave gauges placed at 16 stations. 
For each wave condition, the output parameters of Hs and Tp were measured and analysed for all wave 
gauge stations.  
 There were three ship berths as shown in Figure 3. Wave conditions in Table 1 were simulated for 
each berth separately. Movement gauges (Figure 4) were used to measure six particular ship movements, 
Surge, Sway, Heave, Roll, Pitch and Yaw, according to the PIANC criteria (PIANC, 1995).  

Results for wave disturbance in the harbour basin were compared with the mathematical model 
predictions using MIKE 21 BW model (Figure 5). The PIANC criteria for acceptable movements of 
moored ships in harbours for safe working conditions were considered to compare the ship movements.  

Reasonably good agreement was observed for wave 
heights measured in the harbour basin with those 
predicted by the mathematical model for all wave 
conditions. High wave penetration into the harbour basin 
was noted for the offshore waves approaching from 150o

direction compare to the other three directions. Almost 
all the ship movements were within the recommended 
values given in the PIANC criteria except several values 
at general purpose terminal which exceed the limits. The 
cargo operations at this terminal were affected by the 
longer period waves due to high sway and yaw 
movements. Ship movements at the oil terminal were 
smaller than those at the general purpose terminal for all 
tested wave conditions, as the oil terminal is almost 
sheltered for direct wave attack.   

Figure 3 – Wave Directions & Gauge Stations                 Figure 4 - Ship Movement Meters 

Figure 5 - Mathematical Model Simulation  
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4. Conclusion 

A comprehensive 3D physical model study was carried out in order to assess the wave disturbance and 
ship motion for the proposed Hambantota port layout. The wave disturbance was compared with the 
mathematical model predictions and reasonable agreement can be observed. Cargo handling efficiencies 
of the model ships berthed at each terminal were derived according to the PIANC criteria based on the 
six components of ship movements measured during the model tests. Ship movements were almost 
within the recommended limits. Disturbances to cargo handling due to high sway, surge and heave 
movements observed in few long period wave conditions could be reduced by improving the mooring 
system.  Therefore, few additional cables can be used to moor the ship only during high wave conditions 
without seriously disrupting cargo operations. 
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Abstract 

Although using of floating breakwater in comparison with conventional breakwaters is increasing, there 
is still lack of reliable methods to design them, and employing physical models are necessary. A pontoon 
floating breakwater is a rectangular structure, fixed to the seabed by mooring system. In this research, the 
relation between seaward and landward mooring forces of a single pontoon-type floating breakwater and 
the effects of different draughts on mooring forces are investigated. 

1. Laboratory Experiments 

To investigate the seaward and landward mooring forces of a single pontoon-type floating breakwater 
and the effects of different draughts on mooring forces, numerous experimental tests were carried out in 
the wave flume of the SCWMRI (Soil Conservation and Watershed Management Research Institute). 
JONSWAP wave energy spectrum was used during the tests on single pontoons with the relative draught 
of D/d=0.2,0.17,0.13. Wave steepness ranged between 0.01 and 0.08. Incident and transmitted waves 
were recorded by two wave height meters, located seaward and landward of the model, respectively. 
Figure 1 shows the intersectional mooring lines and two strain gauges for measuring mooring forces. 
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Figure1: details of the model



2. Discussion

The non-dimensional parameters T0, H0 and were analyzed which represent wave period, wave height 
and mooring force, respectively (Eqs. [1] to [3]). 
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Figures 2 to 4 show the landward and seaward mooring forces under JONSWAP wave spectrum. It 
is observed that for all draughts, the landward mooring forces are less than seaward mooring forces. The 
difference between two lines can be approximated by  

6/112                                                    [4]

Where, 1 and 2 represent non-dimensional parameters of seaward and landward mooring forces 
respectively. 

                             Figure2: versus H0T0- D/d=0.17                                      Figure3: versus H0T0- D/d=0.13                               
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Figure 5 show the effect of draught on mooring forces. It is observed that draught increasing, results 
to higher forces in both mooring lines. 
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Figure5:  Effect of draught on a) seaward & b) landward mooring forces 
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Abstract 

Bottom slamming of point absorbers has been studied experimentally by performing free fall drop tests. 
Rigid axisymmetric bodies are dropped from several heights in a water basin. The pressure time history 
and deceleration of the body are recorded during impact. A guiding structure is used to increase the 
accuracy and reproducibility of the tests. The influence of the body shape and impact velocity on the 
peak pressures is discussed. 

1. Introduction 
Point absorbers are small (floating) bodies, which oscillate in waves with one or more degrees of 
freedom. The kinetic energy of the buoys is transferred into electricity by means of a power take-off 
(PTO) system. Several point absorber systems are currently under development, e.g. FO³ [1], Wave Star 
[2], Manchester Bobber [3]. The buoys may loose contact with the water surface and be exposed to 
important impact pressures when re-entering the water. These slamming phenomena occur particularly in 
case the buoys have a small draft in combination with energetic wave conditions. For design purposes, it 
is important to know which pressures the bodies experience during impact. 

2. Test set-up and instrumentation 
The drop tests are performed at Ghent University. The conducted tests are a continuation and 
improvement of the experimental work that was carried out in [4-5]. A schematic view of the test setup is 
given in Fig. 1. The guiding structure makes sure that the object falls down vertically, without 
experiencing small rotations, which causes inaccurate results. Several drop heights are evaluated, up to a 
maximum of 2.0 m. The tested objects are shown in Fig. 2. 

The deceleration during impact was measured by a shock accelerometer with a range of ± 500 g and 
a resonance frequency of 54 kHz. Two high frequency ICP pressure sensors with a range of ± 2 bar and a 
natural frequency of 150 kHz have been used to record the pressure time history. The membrane has a 
small diameter, which is required in order to measure the peak pressure, since it has a very small spatial 
extent [6]. The position of the pressure sensors is given in Fig. 2. A high speed camera is used to 
measure the impact velocity during penetration and to produce images of the different stages of water 
uprise due to impact of the body. The camera delivered images at 5000 up to 18000 frames per second 
(fps), dependent on the desired pixel resolution. A very high frame rate is necessary, since slamming 



phenomena occur in a very short time interval (order of magnitude milliseconds). 
Figure 3 gives an example of the measured pressure as a function of time compared with the 

theoretically predicted pressure based on the classical Wagner theory, for a cone with deadrise angle 20° 
and drop height 1.0 m at a horizontal distance of 0.04 m from the symmetry axis. In this case the 
pressure time history was recorded by a high frequency ICP pressure sensor with range up to 3.5 bar and 
membrane diameter ± 5.5 mm. Piezoelectric pressure sensors are only suited to measure dynamic 
pressures. Since the generated charge eventually leaks to zero, the measured pressure drops to zero, 
whereas the Wagner pressure lead to the sum of the stagnation pressure and the pressure due to 
permanent flow. In the paper, the measurement results will be presented and discussed in more detail. 

Figure 1. Schematic view of experimental test setup. 

(dimensions in mm).

Figure 2. Tested bodies with position of pressure 

sensors.

Figure 3. Measured pressure time history and analytically predicted pressure with Wagner 

theory at r = 0.04 m for a cone with deadrise angle 20° and drop height: 1.00 m. 

Figure 4 shows a snapshot of the test objects while entering the water from different drop heights. 
The penetration depth is 0.02 m for each image. By marker tracking, the impact velocity of the objects is 
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determined. For the cone shapes the water uprise along the bodies can be clearly seen, whereas for the 
hemisphere a jet spray can be noticed. In the paper, the impact velocity time history obtained from the 
high speed camera will be compared with the results from the accelerometer and theoretical results. 

(a) 

(b) 

(c) 

      Figure 4. Snapshot of impacting objects at a penetration depth of 0.02 m for different drop heights. (a) 

Cone 20° - Drop height 1.00 m, (b) Cone 45 ° - Drop height 1.50 m, (c) Hemisphere - Drop height 0.50 m.
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Introduction 

The Spanish Government Research Institute: Centre for Studies and Experimentation of Public 
Works “-CEDEX-“, was tasked by State Ports Body and the Seville Port Authority to carry out a 
series of model tests using a reduced scale physical model to verify the: (i) hydrodynamic and (ii) 
ship behaviour of the new ship lock design for the Seville port enlargement in the southern of Spain.  

The new lock is designed to improve the connection between the port and the Atlantic Ocean by 
means of the Guadalquivir River, dredging this river from the port until it mouth from 6 to 8 m, in 
such a way that is expected an important increase of the traffic in the port. Figure 1 shows the 
present lock and situation of the present and the new and Table 1 the main dimensions of the new. 

Table 1. New lock. Characteristics. 
Total Length 334 m 

Distance between lock gates 253 m 
Interior Width 40 m 

Floor Elevation -11 m 
Wall Elevation 8 m 

Figure 1.  Ship access at present lock and situation of the present and the new lock 

The model and the tests 

Both aspects of the study -hydrodynamic and ship behaviour- have been carried out with a 3D 
physical model at a scale of 1:25 using the Froude similarity, constructed in the Maritime 
Experimental Laboratory of the Port and Coastal Studies Centre at CEDEX (figures 2 and 3). 
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Figure 2. Layout of the physical model 

New lock

Present lock



Bulk Carrier Model      LPG Tanker Model 

Figure 3. Lock overview model with two vessels (Bulk carrier and LPG tanker) 

The purpose of the hydrodynamic study was to analyse and verify the behaviour of the filling and 
emptying systems (figure 4), as well as flows in the lock chamber, to determine: filling and empting 
lock times, discharge-time ratio, flow patens in the entrance conduits and in the chamber, pressures 
in the filling/emptying conduits and slide gates operation. 

Figure 4. Filling and emptying system (short and large conduits) 

The ship behaviour tests were aimed at studying prospective vessels movement in the lock chamber 
during the emptying and filling operations, for different water levels combinations in the river and 
the port basins and with and without ships mooring, taking in account wind action.  

Three ship types were studied representing the most important vessels likely to use the port: bulk 
carrier and  LPG tanker (figure 3) and container (figure 5), all reproduced to a model scale of 1:25. 
Table 2 show the most important characteristics of the ships studied 

Figure 5. Container in the lock chamber 

Vessels Container Bulk carrier LPG Tanker 
Total length 140.0 m 230.8 m 160.0 m 

Breadth 22 m 34.5 m 20.0 m 
Displacement 13.973.8 t 49.729.8 t 16.869.8 t 

Draught 6.9 m 7.7 m 7.8 m 
Table 2. Ship Characteristics 
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Each of the vessels was tested for 3 river-harbour level differences and for three wind conditions 
(table 3). The introduction of wind in the model, which is relatively novel in ship lock tests, was 
because of the  influence which this was expected to have on the behaviour of ships operating in the 
Seville port, taking into account the ship superstructure (ongoing vessels), especially in the case of 
the container and the bulkcarrier. Wind effects was reproduced mechanically (figure 6). 

Table 3. Tests Performed 
Level Exit (Filled) Entry (Emptied) 

Harbour (m) River (m) Mooring Wind* Mooring Wind* 
Calm Calm 

W-035-S W-035-S Not moored
E-035-S

Not moored
E-035-S

Calm Calm 
W-035-S W-035-S 

1.5 3.74 

Moored
E-035-S

Moored
E-035-S

Calm Calm 
W-035-S W-035-S Not moored
E-035-S

Not moored
E-035-S

Calm Calm 
W-035-S W-035-S 

1,00 3,00 

Moored
E-035-S

Moored
E-035-S

Calm Calm 
W-035-S W-035-S Not moored
E-035-S

Not moored
E-035-S

Calm Calm 
W-035-S W-035-S 

1,3 2,00 

Moored
E-035-S

Moored
E-035-S

The wind was v = 20 m/s at 10 m altitude and in the direction  coinciding with the prow-stern and port-starboard. 

Figure 5. Mechanical system for reproducing wind (cables in red) 

The model was monitoring with electric capacitive gauges (4 units along the chamber) for the 
measurement of the levels and flow disturbance in the lock chamber, sensor pressures in the 
filling/emptying conduits and in its connexions with the chamber (48 units). To determine the 6 
ships movements were used 8 laser sensors placed in the deck and sides of the vessels. The mooring 
lines were reproduced with inextensible filaments and extensometers and the fenders wits strength 
cellules. In the figure 6 is shown a detail of a sensor laser, a fender and a level electric gauge. 

Figure 6. Monitoring. Details. Sensor laser, strength cellule (fender) and electric level gauge. 
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Results of the hydrodynamic tests 

The tests showed that the filling and emptying times, ranging between 6 min. 30 s and 2 min. 40 s, 
were in agreement with those foreseen in the design -about 6 minutes-, resulting in a maximum 
discharge of 200 m3/s and a maximum velocity of 4 m/s. This velocity reduced for operation at the 
more frequent level differences to 1 m/s, and the discharge distribution in the filling/emptying 
conduit mouths were very uniform. 

Regarding flow within the lock, the water levels in the chamber were not uniform, so that while 
initially there was more rapid filling of the zone adjacent to the outside, subsequently a reversal 
occurred, leading to a sloshing effect. Even though, this oscillation reached only low values, and the 
transversal velocity distribution was uniform away from the chamber, that which determined the 
favourable ships behaviour during the filling/emptying operations, as shown in the navigation tests. 

Results of the navigation tests 

In the lock filling and emptying operations, for the moored case, and the different combinations of 
port-river water levels, taking into account wind, the resulting maximum movements were found, to 
be very small, with the exception of surge, and in situations where caused by wind action the boat 
crossed the lock. In the situation of boat free (i.e. with no mooring) the surge effect was very 
pronounced in the majority of the tests and for all the boats, leading to, in some situations, an 
impact of the prow or the stern with the lock gate. In the Table 5 is shown the maximum surge 
movement in prototype for the three vessels tested. 

Table 5. Maximum surge movement. Prototype. 
Access 

Lock Emptying 
Exit

Lock Filling 
Levels: river/port (m) Levels: river/port (m) 

Wind 3,74/1.5 3/1 2/1.3 1.5/3.74 1/3 1.3/2 
CONTAINER

Calm 0.58 0.32 0.07 0.67 0.61 0.21 
W-035-S 1.6 0.94 0.5 Ship cross Moored

E-035-S Ship cross 0.16 0.15 0.05 
Calm 16.75 15.75 5.75 16.5 14.75 7.50 

W-035-S 23.00 23.75  15.00 13.00 11.50 Not Moored 
E-035-S Ship cross 0.25 0.25 0.12 

BULK CARRIER
Calm  2.85 0.48 3.34 4.61 0.63 

W-035-S 2.82 2.92 0.64  3.09 1.29 Moored

E-035-S Ship cross 0.41 0.39 0.16 
Calm Door impact Door impact 7.03 

W-035-S Door impact Ship cross Not Moored 
E-035-S Ship cross 0.45 0.42 0.20 

LNG TANKER
Moored No wind 0.50 0.22 0.06 0.25 0.22 0.06 

Not moored No wind 16.75 15.50 5.50 12.5 12.60 6.30 

The reactions measured in the fenders with the boat in the basin without engine, were in all cases 
very small, always below 4 tonnes. 
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1. Introduction

Ships Port Manoeuvring Analogical Simulator allows fast time simulation operation with many runs to 
be carried out in a short time, and this is its major advantage as a port design tool. Indeed, running the 
simulation repeatedly over a given manoeuvre provides a resulting statistics of the runs. Single runs in 
various conditions of wind, waves and currents can also be used to judge navigation suitability, based on 
past experience, and can also provide some handling criteria. These fast time simulations provide a 
valuable design tool, but it should always be used in combination with judgement and experience.  
Indeed, all fast time design work should ideally be constructively criticised by mariners with experience 
of the area or the ship in question. 

In 1992 the EPUSP (University of São Paulo Polytechnic School) Hydraulic Laboratory Coastal 
and Harbour Division, became in Brazil pioneer in radio-controlled interactive fast time simulations with 
real pilots manoeuvring a calibrated vessel model in a Port physical model basin. In these 16 years, more 
than 1,300 recorded tests have been performed and the methodology improvement leads to a reliable tool 
for port operational planning, design and safety navigation, with the joint working of the pilots and port 
operators in the Ships Port Manoeuvring Analogical Simulator (SIAMA). Different case studies 
manoeuvring improvements of the SIAMA are presented.

2. Procedure description

The vessel model calibrated parameters are: 
Rudder angle (Turning Circle in loaded and ballast conditions at full and half speed) 
Propeller revolutions  and crash stop 
Revolutions of fans mounted inside the hull to reproduce appropriate bollard pull tug forces 

The SIAMA fleet is composed by the vessels: Panamax (75,000 DWT), Capesize (150,000 DWT), 
VLOC (270,000 DWT), ULOC (365,000 DWT) and Large ULOC (575,000 DWT). 

The real pilot, from an isolated room, by radio orders, commands the vessel engine, rudder and tugs 
action to the Laboratory Staff , viewing a similar scenery of the real port facilities from the image of two 
radio controlled rotating micro cameras in the ship model bridge wings, which may be angular turned by 
himself (Figure 1). The SIAMA also enables to perform night conditions, reproducing beacons, warning 
lights and lighthouses.

Based on scores of a questions check list about each manoeuvre answered by the staff involved 
(pilots, advisors, port operators and Navy officers), it is possible to have objectively the operational and 



safety manoeuvre degree, considering: ship attitude, number of engine startings, pilot commands 
interval, total time, turning difficulties, ship-hydrodynamics interaction, potential risks of vessel failures 
(risks of groundings, crashes with structures or other ships moored), engine rotations and safe area for 
the manoeuvre. The manoeuvres are video-recorded from different angles, the vessel velocities are given 
in real time and  strain gauges in the pier platform measure the berthing force.  

Figure 1 – Pilot bridge camera room, digital video recordings and Laboratory Staff radio-control room.  

3.  SIAMA CASE STUDIES 

The main case studies of the SIAMA are located at the Maranhão Port Complex, the second in 
Brazil and Latin America, reaching the rate of 130 millions tons per year, including three port 
areas located at the east side of São Marcos Bay at São Luís Island, in the northeastern region of 
Brazil. Figure 2 presents the site location, which includes the Ponta da Madeira Terminal (4 
berths receiving from Handy Size to ULOC vessels), Port of Itaqui (4 berths for Handy Size to 
Large Cape vessels) and Port of ALUMAR (1 berth for Handy Size to Postpanamax vessels). 
Until 2011 the ports will be ready to operate 4 more berths and the rate will reach 250 million 
tons per year. The most common vessels operating are Large Capes, but in the next years the 
ULOC vessels reaching more than 400,000 DWT, class Chinamax, will begin to operate.

Figure 2 – Maranhão Port Complex location, Ponta da Madeira Terminal Pier I and Pier III and Port of ALUMAR. 

 The physical froudian model (Figure 3) used to study the Port Complex layout characteristics has 
1,100 m2 and the following main scales: geometrical 1:170 (undistorted), time 1:13.04 and forces 
1:4,913,000.
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Figure 3 – Ponta da Madeira Terminal, Ports of Itaqui and ALUMAR physical model. 

The port  area is an inner portion of  São Marcos Bay and is naturally sheltered from sea storms and the 
wind regime is moderate. The dominant characteristic of the hydrodynamical pattern are the semidiurnal 
strong tidal ranges, with average values around 4.5 m and extremes between 6.5 and 7.0 m, generating 
tidal currents that may reach 7 knots. These currents have a dominant reversal pattern. The complex tidal 
currents system was reproduced in the model by a proper hydraulic calibration.  

In this way important operational savings and improvements on navigation safety were introduced 
for different sceneries, based on the manoeuvring tests performed by all the pilots of São Marcos Bay 
Pilots Association and engaging the observations of the real manoeuvring personnel, navigation advisors 
and hydraulic engineers during the tests. For the Ponta da Madeira Terminal (Figure 4) manoeuvring 
study was possible to establish, by means of a global quality score, as suggested by the PIANC (1992) 
for the method of navigator judgment in combination with track analysis, safety berthing distances 
between vessels and increase the tidal operational windows for combined manoeuvres from 6 to 14 
hours per day with an additional tug of 75 tf bollard pull (the others are of 50 tf). These improvements 
produced an increasing loading rate from 80 to 90 millions of iron ore tons per year. For the Port of 
ALUMAR, the evaluation of the Access Channel curve and the berthing strategy were performed 
(Figure 5).

Figure 4 – Ponta da Madeira Terminal berthing and unberthing  manoeuvring tests. 
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Figura 5 – Port of ALUMAR Access Channel curve manoeuvre and Turning Basin berthing. 

4.     Critical Analysis 

The laboratorial effects simplifications don’t invalidate the performed evaluations, because the basic 
practical purpose of comparison of manoeuvres strategies for identical scenaries was achieved, by a 
questionnaire answered by the manoeuvring personnel: commands number for the overall manoeuvre 
procedure; minimum and average time lag from two successive orders; turning difficulties for the full 
loaded ship; currents action on the ship; risks of grounding and/or collisions with structures or other 
ships moored; ship and tugs engine power levels; area occupied by the manoeuvre. Indeed, the real 
manoeuvres procedures validate the hydraulic model verifications. 

5.     Conclusion 

With the Ships Port Manoeuvring Analogical Simulator it is possible to have previous knowledge 
about the overall manoeuvres dynamics in different sceneries to: 

Establish the best strategy for the design ship manoeuvres 
Decide about tugs number and/or their most convenient bollard pull
Reduce the empiricism and risks associated in the performance of full scale trials 

These conclusions have been verified in real scale for the piers operation in the last years. 
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Abstract 

Correct management of first flush waters is one of the most important instruments for the protection 
of the water bodies; these waters, indeed, are the vehicle through which an elevated polluting load is 
poured in the water bodies during a meteoric event. In an urban context pollution sources that alter the 
first flush waters quality can be distinguished in rising spread on the land and rising punctual, such as the 
external areas of productive sites, in which the typology of polluting load depends on local specific 
activity. 

Besides the productive sites, on the urban coastlines, there are also the harbour areas characterized 
by big asphalted surfaces on which commercial and tourist activities take part, including move of goods 
and passengers terminals. 

Generally, the rainfall drainage system of harbour areas discharge these waters directly into the sea, 
without any treatment. 

The evaluation of polluting load transported to first flush waters allows, therefore, to individuate the 
most effective treatments for a proper management. 

In this context, in 2007 March, on behalf of the Harbour Authority of Bari, researchers from the 
Department of Water Engineering and Chemistry of the Technical University of Bari carried out a field 
survey to determine the nature and to assess the concentration of possible pollutants accumulated on the 
impermeable surfaces during the dry time between a meteoric event and the following one. The areas 
object of study were two piers of the Bari Harbour, namely: (i) the East Dock, mainly devoted to 
handling of goods, and (ii) St. Vito Dock, characterized by a heavy traffic of vehicles (cars and trucks) 
coming from or getting into ferryboats. 



Figure 1. East Dock Figure 2. St. Vito Dock 

        
This study allows to propose the most suitable treatment for the correct management of these 

wastewater in line with the indications of the italian regulations and, more specifically, those of Puglia 
Region.

Analyzing the data recorded during several meteoric events characterized by different intensity and 
duration, it was found that the pollutant load contained in the first flush waters of the East Dock area is 
not negligible: in particular, the concentration of COD, TSS, BOD5, total Nitrogen and total Iron 
overcome the allowed limits for wastewaters.  

                    Table 1.  Pollutants concentrations in  East Dock first flush waters 

          Cmax TSS COD BOD5 N  P  Pb Cu Fe 

Date   (mg/l) (mg/l) (mg/l) (mg/l) (mg/l) (mg/l) (mg/l) (mg/l) 

30/03/2007 344 355 75 5,6 1,09 0,006 0,011 3,5 

04/04/2007 107 209 21 3,9 0,79 0,028 0,013 1,54 

26/04/2007 300 506 72 229 3,03 0,015 0,014 8,2 

28/05/2007 239 444 76 169 1,08 0,005 0,015 8,17 

                         Table 2.  Pollutants concentrations in St. Vito Dock first flush waters 

Cmax TSS COD BOD5 N P  

Date   (mg/l) (mg/l) (mg/l) (mg/l) (mg/l) 

26/04/2007 128 880 23 11,8 - 

05/06/2007 - 180 23 1,9 0,09 

To fulfill the limits imposed by the Regional law it is necessary to collect the first flush waters in a 
waterproof tank for a suitable treatment before disposal into the sea and, at the same time, to minimize 
the spreading of powdery materials (e.g. wheat) stored thereby and to avoid that iron stuff (e.g. 
reinforcment rods) lye on the ground for months.  

On the other hand, the samples collected in St. Vito Dock area, where the first flush water is mixed 
with water used in a refrigerating plant, were characterized by values of TSS and COD both higher than 
allowed. In particular, TSS amount was slightly higher than the limit set by regional regulations, while 
COD concentrations were significantly higher. 

In the light of these results, a proper management of first flush water should consist in a simple 
mechanical treatment before its disposal into the sea.  
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Abstract

This paper presents the 3D physical model tests performed at the Laboratory of SOGREAH to
examine the morphodynamic evolution of the sand spit closing the estuary of the Saint-Louis
river in Senegal. The final aim of the study is to analyse and improve the conditions of
navigability in the access channel of the port.

1. Context

The port of Saint-Louis in Senegal currently no longer has any commercial traffic as a result of:
• navigation restrictions on the river owing to a continual drop in its specific flow

conditions,
• considerable natural constraints: river flow rate, distance to the river mouth, virtually

permanent wave disturbance and a high level of longshore drift, formation of a bar across
the river mouth, etc,

• the abandonment of the port of Saint-Louis to the benefit of Dakar.
With a view to injecting a new lease of life into the port and promoting the economic
development of Saint-Louis and the surrounding region, the government authorities have
decided to take up the challenge of enhancing the layout and accessibility of a port in Saint-
Louis.
This project of port of Saint-Louis is one of the key features of a comprehensive programme
initiated by the “Organisation pour la Mise en Valeur du fleuve Sénégal” (OMVS), which aims
to develop a sustainable navigation on the river, in connection with the international maritime
trade: the “Navigation Project”.

2. Objectives of the study

The town of Saint-Louis is located at 175 km northward of Dakar (Senegal). The town is
separated from the ocean by a sand spit with a fast growth rate measured 500 m/year as the
result of intense sediment transport from the North.
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Figure 1: Location of the site

Following a severe flooding of the town in October 2003, the local government made the
decision of creating a breach in the sand spit 6 km southward of Saint-Louis as an emergency
measure to evacuate the water volumes. The breach also supposed a shorter access to the port
than the previous mouth estuary (32 km southward of St-Louis).
The opening, initially 4 m-wide, widened up to 800 m in a few months and was progressively
displaced southward, due to very dynamic processes of erosion updrift/accretion downdrift.
At the same time, the river mouth closed itself.
In this context, a movable-bed scale model study was carried out to assess the near-future
evolution of the breach and to define possible engineering solutions to reduce the impact on
the port accessibility and operations.

3. Model tests

A distorted model was defined with a horizontal scale of 1:600 associated with a vertical scale
of 1:100 (distortion of 6). The zone in study is a 15 km-long stretch of coast and extends
offshore to -20 m CD. The sandy material was reproduced using crushed
polymethylmethacrylate (PMMA is a thermo-hardened plastic) with a median grain size of
0.36 mm. A sedimentological timescale of 1:9000 was adopted.
The model was built in a rectangular wave basin measuring 32 m x 20 m and equipped with a
20 m long flap-type wavemaker, a tide generator and an ultrasonic probe system for an
automatic survey the movable bed. The designed model reproduces both the tidal fluctuations
(mean tidal range 1.2 m) and the river flow (2500 m3/s as a maximum). The sediment supply
from the North was also reproduced (600 000 to 700 000 m3/year).
The modelling analysis was carried out in two steps. The model was first calibrated and
validated. The hydraulic calibration was aimed at adjusting the experimental conditions so that
all the natural hydraulic parameters (sea level, wave conditions) were faithfully reproduced.
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Figure 2: layout of movable-bed scale model

A sedimentological calibration was also performed, to simulate the seabed evolution trends
observed in nature as accurately as possible. The model tests were then performed in order to
evaluate two configurations of access protection. The morphodynamic evolution of the zone of
interest and the impact of the protection groins on the erosion/accretion patterns were
assessed for a time period of 25 years. Both solutions include a sand-bypassing that was
reproduced on the model.
The final paper will show in detail the results of all the stages of the physical modeling
analysis, including the model design, calibration/validation and the final tests.
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Figure 3: Photo of the model tests
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1. Introduction, objective and methodology 

Coastal erosion is affecting around 42% of the Italian coasts (GNRAC, 2006) and around 15% of the 
European coasts (EUROSION, 2004). If the erosion is particularly severe, threatening human 
infrastructures and in case of beach rehabilitation, where conversion from hard to softer protection is 
required, gravel nourishments seem to be a good coast-benefit solution (Aminti et al., 2000). However, 
few studies about gravel nourishments in presence of protective structures are available (Coates & Dodd, 
1994) and the existing models of the equilibrium profile (Van der Meer, 1988) are normally derived for 
gravel nourishments in absence of protective detached breakwater. Further physical investigations are 
therefore necessary. The main objective of the present study is to achieve a better understanding of the 
cross-shore morphodynamics of gravel nourishments over beaches protected by structures, through a first 
set of 2D laboratory tests. The results obtained from the tests will be presented in this paper. 

2. Laboratory tests on gravel beaches 

The laboratory tests have been performed in the wave-current flume of the Civil and Environmental 
Engineering Department of the University of Florence, which is 50 m long, 0.8 m wide and 0.8 m deep.  

A gravel beach profile of 1:5 slope is built in the flume over a natural profile of 1:15 slope (grey 
line in Fig. 1). The set of laboratory tests is defined combining: (i) 2 mean gravel sizes (D50 = 4 mm and 
D50 = 8 mm), (ii) 9 wave attacks combining 3 significant wave heights (Hs,0 = 6.0/11.0/16.0 cm) and 3 
wave steepnesses (Hs,0/L0 = 0.02/0.04/0.06), (iii) beach nourishment over a natural beach and over a 
beach protected by a detached breakwater with crest level submerged by 15 cm. 

The tests are lasting 4 hours or at least 6000 waves in order to achieve the equilibrium profile. After 
each test the beach profile is reshaped at its initial geometry. Measurements during the tests include: (i) 
water levels at different locations along the wave flume by using 10 common wave gauges, (iii) beach 
profile over time recorded every 60 s by 4 cameras and (iii) mean water pressure inside the swash zone 
of the gravel beach by 3 piezometers. 

3. Data analysis and preliminary results 

The test plan has been successfully set up and analysed in order to investigate: (i) influence of gravel 
sizes and wave steepness on beach profiles, (ii) differences between gravel beach profiles with and 
without a structure, (iii) conditions for the formation of an eroding or accreting beach profile (Fig. 1). 
Data analysis provides: (i) wave height at different location, (ii) reflection coefficient from the beach, 
(iii) mean water pressure in the beach, (iv) depth of incipient motion of the sediments, (v) evolution of 
the beach profile over time and (vi) final equilibrium beach profile. 
In particular, the evolution of the beach profile over time and at equilibrium has been obtained by 
analysing the images detected by the cameras, without stopping the tests to take measurements of the 
profile with a bottom profiler. The images have been processed through rectification and referencing 
over the wave flume. At a first step, a picture every 10 minutes of the tests have been analysed and the 
related beach profile has been digitalised. Measurements of the eroding and accreting beach, of the 



profile shape and of the berm geometry are taken (Figure 2). 

a) C01: coarser gravel on natural beach b) C02: coarser gravel protected by a submerged structure 

c) C03: finer gravel on natural beach d) C04: finer gravel protected by a submerged structure 

Figure 1. Recorded images of beach profiles at equilibrium 
(Hs= 16 cm, TP = 2.2 s) 

In Figure 2 and Table 1, the highest wave among the tested, for the four configurations (2 gravel sizes, 
natural and protected beach) at equilibrium are compared, showing a positive effect of the submerged 
barrier on the berm. The evolution of the profile for the test case of smaller gravel and protected beach is 
shown in Figure 3 as an example.  
Preliminary analysis of collected data indicates that the performed tests are consistent, realistically 
reproduces the behaviour of the beach and includes stable beach scenarios under the lower wave attacks. 

4. Concluding remarks 

Gravel nourishments have been studied through 2D laboratory tests, because of the reduced data set 
available in the literature. The tests performed provide interesting results on the influence of a submerged 
structure on the equilibrium profile and on the formation of eroding or accreting equilibrium profiles. 
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a) C01: coarser gravel on natural beach b) C02: coarser gravel protected by a submerged structure 

c) C03: finer gravel on natural beach d) C04: finer gravel protected by a submerged structure 

Figure 2. Beach profiles at equilibrium (Hs = 16 cm, TP = 2.2 s) 

Table 1. Measured data at equilibrium (Hs = 16 cm, TP = 2.2 s) 

Configuration C01 C02 C03 C04 
Crest height [cm] 16.12 13.46 19.07 19.24 

Accumulation [cm2] 329.95 114.10 680.69 264.19 
Erosion [cm2] 589.58 176.23 1523.60 616.01 

Figure 3. Beach profile evolution (C05, Hs = 16 cm, TP = 2.2 
s)\
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Abstract  

Paull Holme Strays was the first site to be opened as part of the Managed Flood Defence Strategy for the 
Humber Estuary, NE England. The site requires a long-term geomorphological study to determine when 
the site will be returned to nature and loose its ability as a flood defence scheme. The site has well 
defined boundaries and being driven by tidal flow, the site would be suitable for the application of 2D 
Cellular Model, based on spatially distributed version of Manning’s Equation. 

Introduction 

Managed realignment is a process by which existing flood banks protecting coastal land are deliberately 
breached and flood waters allowed to spread into predefined areas. By allowing flooding in areas where 
it is acceptable, pressures may diminish in other areas where protection from flooding is of paramount 
importance, i.e. those where population density is high and/or there is significant industrial investment. 
This process is gradually finding favour amongst coastal managers as an alternative to, or in combination 
with, raising flood banks in response to progressive sea level rise (Environment Agency, 2000). 

Prior to breaching of the flood banks, numerical modelling is used to predict the impact of this 
action on the stability of adjacent areas, and particularly associated flood banks, salt marshes and 
mudflats. Pioneering work now being carried out in the Humber Estuary is one of the first examples of 
operational use of managed retreat as part of an overall flood mitigation plan. In the summer 2003, the 
Environment Agency (EA) breached the flood banks at Paull Holme Strays (PHS) and they are planning 
further breaches in the near future. 

A new cellular model has been developed to predict the long-term evolution of the geomorphology 
at Paull Holme Strays. Cellular modelling (CM) is a rule-based approach, discretizing and simplifying 
complex differential equations and solving them across a regular spatial domain, for example, using 
spatially distributed version of Manning’s equation instead of the “heavy” physical equations such as the 
Navier-Stokes equation (Coulthard et al, 2000). The basic principles of CM in geomorphology are that 
an ensemble of cells defines landforms and the interactions between cells, water flow and/or sediment 
transport, are treated using simple rules based on abstractions of the governing physics. At each iteration, 
the state and condition of the cell are updated allowing the rules to apply on those new conditions. The 
same rule is applied to all the cells at the same time, as the CM must be homogeneous. Although the 
concept of CM is basic, the interaction between the cells can give complex and, sometimes, non-linear 
behaviour. This capability to replicate complex system behaviour, even with simple rules has enabled 
them to be applied in many contexts. 

One of the main advantages of CM is by using simple rules derived from the basic equations for 
hydrodynamics, this leads to a substantial reduction in computer time to run a simulation. This reduction 
can provide extra time to run several simulations with different starting conditions to predict 
geomorphological evolution in different scenarios. With this type of rule-based algorithm, several rules 



can be introduced, as long as they have influence at the local to be replicate. In addition, CM allows 
running simulations for a long-term prediction necessary for this particular exercise (Coulthard et al,
2002). With the reduction of computer time, the forecast range can increase, with usual models, the 
equations complexity can lead to simulation times longer than the actual forecasting range. Another main 
advantage is that having a quick solution for the flow field, this allows cells to be raised or lowered 
corresponding to deposition or erosion and the consequent effects on the flow field to be modelled. 

The main disadvantage of CM is on the equation simplification, in some cases this can lead to the 
loss of certain features, such as some perturbations within the water flow along the slopes or vertical 
velocity as CM is a 2D model. There has to be a compromise between the equation simplification and 
feature loss. Increasing the complexity can lead to an increase in computer time, to many simplifications 
can leave out some important features to obtain a reliable long-term prediction. 

Using a Digital Elevation Map (DEM) with a 10 m grid resolution obtained from a low altitude 
LiDAR survey; this gives the starting grid for the domain where the model will run (Bates and De Roo, 
2000). For this case, the domain consists in a lattice of cells with 185 rows and 203 columns, with 
squares cells of 10 m side (figure 1). 

Figure 1: Representation of the DEM for Paull Holme Strays 

Implementation

A complication in rectangular grids is that every cell has two different kinds of nearest neighbour, 
orthogonal, or adjacent, neighbours across its edges, as well as diagonal neighbours at its corners. 
Orthogonal and diagonal interactions may be expected to differ in strength but can be related. 
Furthermore, their relative strength will depend on the scaling of the model (Fonstad, 2006). These 
interactions can be separated into to different approaches: the Van Neumann neighbourhood; meaning 
that a cell will only interact with its 4 adjacent cells; the Moore neighbourhood meaning that adding to 
the Van Neumann neighbourhood, a cell will interact also with the 4 cells in a diagonal direction. In this 
particular case, the Van Neumann neighbouring was used as it gives similar results as using the Moore 
system and also it takes much less time. 

The equation used to implement this CM is the Manning’s equation for velocity: 
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with n, Manning’s roughness coefficient, for this particular case n=0.02, Rh, hydraulic radius and S, the 
surface water slope. The hydraulic radius is obtained by the following equation 

m
P
ARh

with A, cross-section area in m2 and P, the wetted perimeter, in m. 
The manning’s equation is used to calculate the flow velocity between the cell and its four 

neighbouring cells, in the orthogonal directions. The programme simply scans the active area and 
compares the free surface water height with the four neighbouring cells calculating the energy slope to 
calculate the flow velocity. The discharge is obtained using the following equation: 

13smAvQ

The model uses a variable time step to control the discharge between cells to control flow velocities 
to avoid high velocities and consequent error propagation inside the site. The variable time step is 
controlled by limiting the maximum discharge between cells. In addition, there is a control routine to 
avoid a discharge greater than the water volume inside the cell. 

Results

Model validation 

The outputs from the model are validated against data collected from the site, more specifically in terms 
of sediment deposition/erosion and also velocity flow at the breach. In addition, there is low LIDAR data 
available from the Environment Agency to compare the model’s raster output and the actual 
geomorphology of PHS. The data was collected during a period of 2 years, 2006-2007, every month, for 
sediment accretion/erosion and a seasonally survey for velocity flow. 

Outputs

The first runs of the model showed a trend for sediment to accumulate in the area close to the 
breach, as shown in the figure below. 

Figure2: Raster map after model runs 
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In the figure above, we have highlighted the areas, A and B, which are the most active areas inside 
the site, in terms of sediment accretion. The area A, located close to the breach, is the most active mainly 
due to its location closest to the main source of sediment. As the flow velocities decrease inside PHS, 
sediment starts to deposit right after the breach and also due to the water spreading and consequent 
velocity decrease. In some parts of area A, the average accretion is 1.0 cm/month, which is quite a high 
value. The area at the back of PHS, area B, is also depositing sediment, although in less quantities than 
area A. Area B happens due to sediment “warping” as water flows from the breach to back quite rapidly 
through a channel network which is still active and has been formed after the site was breached. 

This raster map is the result for a 1 year range to be used as validation for the model. This test will 
allow a forecasting range of several years. The suspended sediment concentrations were variable 
according to the tidal height, varying from 0 to 0.7 kgm-3. The tidal range varies from 2.0 to 8.4m in this 
particular location and is provided using the tidal predictions from the British Admiralty. 

Conclusion  

The implementation of a CM to PHS has been successful, particularly due to the well defined boundaries 
for the site, which facilitate the limits for the raster map. Although the equations are quite simple, the 
model response, particularly in high time-steps, gives very high velocities. 
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Abstract   

The paper presents aspects related to the design of a contaminated material sediment capping in 
shallow water. The coastline of interest is called “Torre Quetta” and is located just south of the urbanized 
area of Bari, Puglia region, along the Adriatic coast of Italy. The intervention has been considered in or-
der to allow the reuse of the 2.4 km long coastline for recreational use. For this purpose, the main objec-
tive has been to face the aspects related to the challenging problems posed by the design of the capping 
structure adopted and the consideration of various constraints related to the natural environment.   

1. Introduction 

Contamination of coastal areas due to industrial activities represents an ongoing threat for the envi-
ronment. This is very frequent in the case of the industrialized regions of the world; in fact, contaminated 
spots have been often identified at several locations along industrialized coastlines. 
This unique project has been started in order to obtain a recreational area where a contaminated area ex-
ists. The end of construction of the new beach is scheduled by the end of spring 2009. The coastal area 
has been contaminated by the land disposal of asbestos from the residuals of a factory producing con-
crete pipelines for aqueducts. The factory stopped its activity at the end of seventies. After that time, the 
consciousness about the presence of pollution at “Torre Quetta” went lost. In fact, the contaminated area 
was rehabilitated with a nourishment project and officially opened to the recreational use of public in 
2002. After an initial use by the inhabitants, the detection of the contaminated material was clear and the 
area was immediately closed to the public. When the pollution was detected, the area was classified as a 
site of potential risk to human health and to the environment. In fact, asbestos waste generating pulmo-
nary cancer was found both in the terrestrial and in the near-shore sea environment. Although several 
asbestos reclamation campaigns have been conducted, the contaminated materials appear along the 
coastline and at the present swash zone. This because, the 2.4 km long “Torre Quetta” coastline was cre-
ated through several decades with a continuous seaward advancement made of polluted materials. 

2. Design and verification 

Following an extensive research program and several design alternatives, the Office for the Envi-
ronment of the town of Bari has selected the in-situ material capping method together with a beach nour-
ishment intervention in order to remediate the asbestos and to preserve the recreational use of the area. 



Preliminary extensive field investigation program and research and design process have been carried out 
with the purpose of identifying the particularities of the hydrodynamic field and sediment transport for 
various combinations of incident waves and water levels.
The wave climate has been determined based on the data from the National Sea Wave measurement 
Network (RON) providing, since 1989, measurements and analysis of wave data in the Italian seas at 
deep water conditions with excellent results in terms of data acquisition rates, temporal coverage and 
reliability. The number of RON buoys is continuously increased through the time. The considered buoy 
is located offshore Monopoli (70 m water depth), 40 km south of Bari. The probability distribution func-
tion for the extreme wave climate has been determined based on the Goda’s method (Goda, 1988; Goda 
and Konube, 1990); the Weibull function was selected. For a 25 years lifetime and encounter probability 
0.5, the return period results equal to 36 years. The related wave height is H36.
An extensive mathematical and numerical simulation analysis was carried out at University of Salento 
with the purpose of identifying the characteristics of the hydrodynamic field, considering various combi-
nations of incident waves.  
The propagation simulations have been conducted by a steady-state directional wave spectral transforma-
tion model for predicting nearshore waves (Rivero and Arcilla, 1993; Rivero et al., 1997; Carci et al. 
1997). The model is a half-plane model so that wave can propagate only from the seaward boundary to-
ward the shoreline. With regard to the representation and transformation of the directional wave spec-
trum (i.e., the distribution of wave energy density in frequency and direction), the model uses a marginal 
directional spectrum for its wave transformation, which is an integrated directional wave spectrum in the 
frequency range (Rivero et al. 1997). The model is capable of simulating wave-structure and wave-
current interactions. Moreover, it can compute wave reflection, diffraction and wave transmission 
through and over submerged structures. Bottom friction, wind input, and wave-wave interactions are ne-
glected in the model. The model represents wave diffraction by implementing a formulation of the Eiko-
nal equation (Rivero et al. 1997). It computes forward wave reflection (in the wave propagation direc-
tion) from structures. Forward wave reflection is treated as a percentage increase of the local incident 
wave energy at cells in front of a structure. Wave breaking is based on the method of Battjes and Janssen 
(1978). The wave action conservation equation is solved with an implicit finite difference method on a 
rectilinear grid. It also requires a pre specified wave spectrum as input at the offshore boundary. 
The design process has also considered the wave induced circulation and morpho-dynamic studies con-
ducted by means of numerical models for different scenarios. In fact, the main goals to be reached have 
been to ensure water quality characteristics for bathing of human beings and to obtain an acceptable life-
time of the future beach.  
The proposed design consists of a capping structure to bury the source of cement asbestos and detached 
submerged rubble mound breakwater to reduce energy of waves attacking the coastline.  
The capping structure will be composed by a calcareous gravel layer 20 cm thick, a reinforced geotextile 
installed directly on the gravel layer and anchored in a shoreline-located trench. The geotextile will be 
covered by a layer of 70-300 kg natural stones. The last layer will be composed of well rounded gravel 
with mean diameter D50 = 5 cm and sorting, D85/D15, equal to1.3. Each layer has a different purpose: the 
geotextile will prevent any further loss of dangerous materials; the natural stones will keep fixed the geo-
textile and will define in a permanent way the new shoreline position which is seaward advanced of 30 
m; the rounded gravel layer, the most expensive, will allow people to enjoy the beach. To facilitate the 
installation of the geotextile, the bottom will be first cleared of emergent aquatic vegetation and large 
stones. The detached submerged breakwater will break waves and reduce energy: this will allow the 
gravel layer at the capping structure to resist the wave attacks and to be dynamically stable.  
Fig. 1 shows the approved design with the capping structure determining a shoreline seaward advance-
ment of 30 m, the detached submerged breakwaters with water depth ranging between 2.70 and 3.50 m 
and with a submergence of 0.40 m respect to the s.w.l. In order to reduce the loss of rounded gravel mate-
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rial, the detached breakwaters will have a landward conjunction by means of submerged groynes. In par-
ticular, the presence of two groynes at the mouth of channel Valenzano will help to prevent its obstruc-
tion. The design was subjected to a preliminary environmental impact study which was made public in 
December 2006. 

Figure 1: plan view of the approved design

3. Conclusions 

The project has been carried for the following aspects: (1) the contaminated materials are located in 
shallow water - 0 to 3.0 m water depth - along the shoreline, both inside and outside of the surfzone; (2) 
the project area is subjected to the combined action of waves and currents; (3) given the future use of the 
area, the capping structure and the beach material must allow the recreational and bathing use to the town 
inhabitants; (4) the structure of the multi-layer cap has to perfectly seal and prevent the migration of 
dangerous materials.  
The design process has included various armouring options for the upper layer of the composite capping 
structure, depending on the dominant hydrodynamic forces. The final design includes: (1) a reinforced 
geotextile installed directly on the contaminated material at the bottom; (2) about 30 cm layer of sand 
and gravel; (3) a protective rubble mound submerged toe at a water depth of about 2 m; (4) a series of 
protective submerged detached rubble mound breakwaters to reduce the wave action and to avoid large 
loss of the new beach material.  
The in situ capping of dangerous materials at the coastline is a safe, enviromental friendly and viable 
technology for remediating contaminated areas. Although, contaminated sediment capping interventions 
have shown its effectiveness in several smaller scale projects in different countries, a project of this size 
and with the purpose to obtain a recreational area where there was a danger for human health can be con-
sidered unique. Remediation of the coastline south of Bari will be performed and will certainly benefit 
future generations. The paper aims also to represent a source of experience for designers and researchers 
who will face similar problems in the future. 
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